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PREFACE

We are very privileged to present the proceedings of the INTERNATIONAL
CONFERENCE ON INTELLIGENT COMPUTING AND NETWORKING (IC-
ICN 2023) scheduled during Feb.24-25, 2023.

It is the fourteenth event in the series of international conferences organized by
TCET under the auspices of MULTICON since the first event ICWET 2010.

The purpose of this event is to provide a forum for the discussion of problems,
opportunities, presentation skills, knowledge and challenges while also fostering a
research culture among the key participants, including students, teachers, and industry.
Additionally, in order to encourage creative thinking, study in the fields of
communication and intelligent systems is of critical importance because it has the
potential to enhance connectivity and security while also making life simpler.

The 14th Annual International Conference, IC-ICN 2023, is affiliated with
prestigious publications including the Scopus Indexed Journal for Intelligent
Systems, the top publishing company Springer, the SN Springer Nature Journal, and
the Conference Proceedings with an ISBN number. It provides a foremost forum for
academics, researchers, and professionals in the pertinent engineering disciplines
and domains to highlight their efforts to study and exchange ideas.

We are hopeful and upbeat about attending the Conference sessions. This
publication will give the reader a thorough rundown of the most recent findings in
the fields of Intelligent Systems and Communication Engineering, and it will serve
as a useful starting point for additional investigation.

As TCET strongly believes in quality and relationship building, great care has
been taken to brand the event, find resources, determine the logistical support needed
for the event, compile and print conference proceedings, and create souvenirs,
among other things.

We Dbelieve that without the moral support, steadfast conviction, and intermittent
motivation from Thakur Educational Group management, the current endeavor would
not have been feasible.

This time IC-ICN 2023 proceeding consist of four tracks as Intelligent Computing
Information Security and Privacy, Network Technology, Software Technology.



The two-day event featured 478 talks from researchers and industry professionals at across
the globe, as well as idea presentations with discussion by delegates and resource people.

In order to show our admiration and gratitude, we would like to thank each reviewer
for their insightful advice of the submitted papers. We also want to express our
gratitude to the organizing team members for all of their effort. We anticipate

expanding our partnership and attending upcoming TCET activities.

Team IC-ICN 2023.
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Abstract—Plasmodium, the harmful parasite that causes
malaria, is spread by mosquito bites (Female Anopheles).
The appropriate time and speedy diagnosis of malaria
pathogens are essential. In developing nations, pathologists
frequently utilise conventional microscopy to identify
malaria parasites by studying the slide under a light
microscope. Traditional microscopy, on the other hand,
needs more time and careful analysis. An approach based on
computer vision has been suggested by some researchers to
diagnose malaria. The purpose of the review is to use
computer software to review, analyze, classify and report the
latest progress in the diagnosis of malaria parasites. The
malaria parasite diagnosis includes a preprocessing,
segmentation, extracting descriptors and classification stage,
which is discussed in detail in this article. At the end of this
article, the existing problems and probable research
outlooks are examined.

Keywords: Classifier, Malaria disease, Giemsa-stained
smears, Segmentation, Plasmodium, Red blood cell.

1. INTRODUCTION

Red blood cells, or erythrocytes, are the most popular type
of cell present in the human body and are responsible for
transporting oxygen to all of the body's tissues. Malaria
can also result from abnormal erythrocytes, which might
alter their physical characteristics or limit their lifespan.
As per the "World Malaria Report 2021" issued by the
“W.H.O.”, between 2000 and 2020, an estimated 1.7
billion malaria cases and 10.6 million malaria deaths were
averted globally [1]. In 2020, 241 million malaria cases
were reported in 85 malaria-endemic countries (including
French Guiana's territory), up from 227 million in 2019
[1]. A parasite that dwells in the liver or bloodstream is
what causes malaria.  Plasmodium  falciparum,
Plasmodium ovale, Plasmodium vivax, and Plasmodium
malariae are all Plasmodium species that causes malaria
in humans. Early trophozoites, adult trophozoites,
gametocytes, and schizoites are all several life stages of
Plasmodium species that infect erythrocytes of human.
Examples of several species of Plasmodium life stages are
shown in Fig.1.

In Table I, malaria parasite appearances at various
stages and species, as seen under a microscope, are
reported [2]. For Plasmodium falciparum, only,
gametocytes and trophozoites (initial, circular) in
peripheral blood vessels may appear. Adult trophozoites
or schizonts in blood smears are therefore uncommon
because they are normally found in body tissues.

Stages 4
= Ring

g Schizont
Stage

Trophozoite Gametacyte

Plasmodium
Species

\

Falciparum

A "
Vivax . < .
* - ;

Malariae .

@
&

Oval

Fig. 1. Different species and stages of Plasmodium [3]

TABLE . CHARACTERISTICS OF SPECIES AND STAGES
OF PLASMODIUM [2]

Species _
P.Falciparum P.Vivax P.Malariae P.Oval
Parameters
Red cell ~ . -
. . No Yes No Oval formed
inflammation
Speckling No Schueffner No Schueffner
Circle form Small Large Small Large
Tropozoite Not seen Amoeboid Band form Oval
Schizont Not seen Large Small Small
Number of
16 to 24 141020 8to 10 6to 12
merozoites
G v
Stain particle Ty Fine distributed | Grainy ample Fine
grouped
Crescent Round to oval | Roundtooval | Round to oval
Gametocyte
shaped large small small

Red blood cells that are infected typically contain multiple
parasite types and do not swell. There are a humber of
benefits to microscopic diagnostics, including the ability
to differentiate between species, determine the stage of
the parasites, and calculate parasitemia [2]. Additionally,
it has a high sensitivity and specificity for identifying
different Plasmodium species at different stages. The
classification of parasites and their types is very useful for
study into the characteristics of malaria, as well as for
prevention and diagnosis. However, this is a time-
consuming and difficult task, and the skills and
knowledge of qualified experts greatly contribute to the
accuracy of the diagnosis. Designing a computerised,
automatic system that enables pathologists to identify the
kind of malaria parasite and its stages is therefore crucial.
The development of an automated malaria diagnosis
system requires the separation of the infected erythrocytes
from the RBC smear and the subsequent removal of
parasites (type and stage) from infected erythrocytes.
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1. SIGNIFICANCE OF THIS STUDY

Computational  diagnosis and malaria  parasite
identification have opened up a new field for rapid
malaria screening, demonstrating the ability to tackle the
shortcomings of traditional techniques. The objective of
this review is to describe the present study of a number of
experts in the field of computer-assisted malaria
detection. This review article offers a good foundation for
aspiring researchers to study computational methods for
diagnosing malaria. This article outlines and analyzes
computer vision and image analysis research, aiming to
automatically diagnose malaria based on giemsa stained
smear images and provide required assisting functions.

11. DIFFERENT TECHNIQUES FOR DIAGNOSIS OF
MALARIA

There are many methods for diagnosing malaria. These
approaches can be divided into two classes based on their
effectiveness and cost. These are both expensive and
cheap methods. Polymerase chain reaction (PCR) is a
method depending on the detection of precise nucleic acid
sequences [4] and the visualization of third harmonic
generation (THG) are the cost-intensive methods. A THG
imaging microscope was used to detect Plasmodium in
untreated blood smears [5]. This method can provide high
specificity and sensitivity for malaria detection; however,
in evolving countries where the disease is more
predominant, they are rarely used due to the need for
specialized infrastructure and the difficulty of dealing
with the disease. The rapid diagnostic test (RDT) can
detect Plasmodium and some common microorganisms in
the lysed blood [6]. And traditional microscopes [7] [8] is
in the lower cost category. RDT can diagnose malaria
relatively quickly and can be performed by less trained
personnel, but the outcomes may be untrustworthy [8].
Also, RDT Kits that are commercially available are
specific to one species of Plasmodium parasite and
different Kits should be used when a patient is infected
with several species of Plasmodium, which will increase
the diagnostic cost of the disease. The key to effective
dealing of malaria disease is a fast and precise analysis of
the disease.

A. Microscopic analysis of malaria

Traditional microscopy is the golden rule for
diagnosing malaria. During this process, blood is drawn
from the diseased patient and smeared on a glass slide.
The smears are then stained with chemicals called games.
Staining helps distinguish the plasmodium from red blood
cells. The most serious limitation of this method is that it
takes a long time, the results are difficult to reproduce, and
the testers must be trained. The last challenge may be that
where the disease is endemic or whose skilled human
capacity is limited.

B. Diagnosis of malaria by computer

Computers are essential in the medical sector; without
them, competency and productivity would suffer
significantly. Computerized diagnosis of malaria is a
microscopic diagnostic technique using computer vision
and machine learning techniques. This technique replaces

manual microscopy examination. Machine-controlled
parasite (malaria) diagnostic methods can be presented by
the diagnostic information from the hematologist and
demonstrating it using image processing algorithms.
These techniques have been extensively studied to ensure
premature and precise recognition of malaria parasites. A
computerized malaria identification system must be able
to differentiate between healthy and infected erythrocytes.
Image acquisition, pre-processing, segmentation, feature
extraction, and classification are the main phases in
inspecting a microscopic image. Figure 2. shows the
broad design of the automatic identification of malaria
disease

) Image Pre-processing
(Image Resizing, Illumination
| Correction and Noise reduction)
) 2
Erythrocytes and Plasmodium
Parasite Segmentation

iyl

Image Acquisition
(Thin Blood Smear Images)

- ~ -
/ f

1) Ring Stage

1) P.Falciparum

2) P.Vivax 2) Tropohzoites

3) P.Ovale 3) Schzoites Feature Extraction
4) P.Malariae 4) Gametocytes (Textural and Morphological
\, \ L Features)

Classification of Species and
Stages

](::l Detection of Infection

Broad design of the automatic identification of
malaria disease

Fig. 2.

C. Image acquisition

The majority of research on malaria screening focuses on
thin images of blood smears, hence thick blood smear
images are rarely used. To capture images of thin stained
slides, Ross N. E. et al. [9] employed a light microscope
at 1000 magnifications along with a charge-coupled
device (CCD) camera. Camera was set at maximum
resolution of 2048x1536 pixels (i.e. 3.2 megapixels
camera) to captures images in JPEG format. The
resolution of a photograph is measured in pixels. The
width and height of a sensor in pixels are multiplied to get
the photo resolution. Images in [10] were taken with a
JVC 3-CCD colour video camera attached to an Olympus
BX60 microscope. This microscope was having100x
objective lens (oil immersion). The same approach was
observed in other experiments, in which images were
obtained with a charge-coupled device camera (CCD)
attached to the microscope. However, images of blood
smears are easily accessible on websites. Gitonga et al.
[11] used the Kenya Medical Research Institute (KEMRI)
and Center for Disease Control (CDC) sources to get thin
blood smear images.

D. Preprocessing

The foremost goal of the preprocessing phase is to create
blood images having low-noise as well as high-contrast,
for further processing. Changing the color of the blood
smear and adjusting the camera will change the brightness
of the microscopic image. This problem brings difficulties
to blood cell classification, because it is difficult to
correctly segment objects of the same color. Different
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researches have proposed several methods to solve
preprocessing problems such as lighting and reduction of
noise. A mixture of several filters can be utilized to
decrease the lighting effects on the microscope and
camera. However, the lighting problem can be overcome
in some way, but human factors are still involved in the
creating blood smear slides. Researchers have proposed a
variety of strategies to tackle the noise issues and image
enhancement in computerized malaria identification.

Devi, S. S. et. al. in [12] corrected illumination using
adapted gray world normalization method for enhancing
quality of the image. Sanjay Nag and S. K
Bandyopadhyay in [13] proposed an approach that
eliminated impulse noise using median filter with a 3x3
kernel window. S. L. Varma and S. S. Chavan used a
simple pixel replacement strategy employed to remove
label artifacts [14]. Damandeep Kaur and Gurjot Kaur
Walia proposed an approach to detect and classify malaria
parasites [15]. To retain the edges of the malaria-infected
microscopic images, spatial filtering is used initially,
followed by Ant Colony Optimization. Lorenzo et al. in
[16] converted images to HSI (Hue, Saturation, and
Intensity) color space and then the intensity component
was filtered using [3x3] median filter to remove noise.
Also, a morphological top-hat operation was used to
adjust illumination balance. Sadiq et al. proposed the
selection of appropriate features with Z-score for the
detection of malaria-infected erythrocytes using
supervised learning [17]. The combination of median and
Gaussian filter was used as a preprocessing step to remove
noise reflected by overlapping and impulse noise. In
addition to that, canny filters were used to maintain
continuous edges of RBCs. Kanojia et al. identified that a
5x5 kernel of nonlinear median filter gives the best noise
reduction in grayscale images [18]. Penas and P. T. Rivera
used the saturation channel of HSV color space for
preprocessing [19]. Image opening and closing was
performed on the saturation component of image. This
step confirms that impulse noise was removed. The
problem of illumination was corrected by Devi et al. in
[20] by using the grey world normalization method. The
normalized image was then treated by an adaptive filter to
remove noise. Ghosh et al. used a Laplacian filter on
microscopic images [21]. This makes the cell boundaries
sharp. After that, the stained regions were identified by
converting the sharpened image to HSI (hue, saturation,
and intensity) format. Devi et al. first obtained the
normalized image by gray world normalization technique
which rectifies the problem of illumination [22]. The
author then used the standard median filter with a window
size of 5x5 to decrease the noise from the image.
Somasekar et al. suggested a method to segment infected-
erythrocytes for the detection of malaria [23]. The author
used an adaptive median filter followed by illumination
correction. In this algorithm, the window size used was
3x3, and the maximum window size used was 7. Arco et
al. proposed an approach to automatically detect malaria-
infected erythrocyte using morphological operations [24].
They had used spatial filtering and adaptive histogram
equalization as a pre-processing stage. To minimize the
noise, Gaussian low pass filter was applied. This process

makes the image brighter than the original image. Tsai et
al. utilized a mean filter to eliminate image noise in [25].
Hung et al. in [26] used the mean filter to remove impulse
noise in the image. Tomari et al. proposed a method to
classify the red blood cell as normal and malaria-infected
in blood smear images [27]. Here author used three
methods as morphological operations, Connected
Component Labelling (CCL), and bounding box filter to
clear away the redundant items. A sequence performing
twice of Erosion, twice of Dilation, and contour filling
algorithm is used to decrease the small noise and holes
inside the cell. Chen et al in [26] utilized mathematical
morphology to remove noise and smooth the edges of the
object. Gitonga et al. in [11] used median filter with kernel
size of 5x5 to enhance the noisy image. Das et al.
suggested a machine-based investigative method for
automated malaria parasite by means of light microscopic
images [28]. Here geometric mean filter was applied on
the illumination corrected gray image. S.S.Savkare and
S.P.Narote used a median filter of size 3x3 to eliminate
unwanted pixels [29] [30]. Smoothening and edge
enhancement were done by employing a Laplacian filter
with second-order derivative on grayscale images. Xiong
et al. in [31] first represented the image in the HSV color
space. The inverse of the value channel was then applied
to the median filter to remove noise. Ross et al. used a 5x5
median filter, and morphological area closing filter to
reduce impulse noise in the image [9].Authors in [32]
used Based-on Pixel Density Filter (BPDF). This filter
first detect corrupted pixel and replace that pixel value
that repeats mostly inside the window. In Progressive
Switching Median Filter (PSMF), iterative method was
used to detect impulse and filter it. The noise pixels
treated in the current iteration are used to find new pixel
value to replace other noisy pixels in the further iterations
[33]. Authors in [32] used Modified Decision-Based
Unsymmetric Trimmed Median Filter (MDBUTMF) to
replace corrupted pixels. Corrupted pixels are eliminated
from the window with the help of median filter [34]. The
Noise Adaptive Fuzzy Switching Median Filter
(NAFSMF) detects noise pixels using an adaptive
window size. Two thresholds T1=10 and T2=30 and
Fuzzy method are used to replace noisy pixel with new
pixel value [35]. . Morphological operations are very
useful for analyzing biological and medical images, and
are a powerful tool for extracting elements from images.
These elements are very useful for displaying the size,
shape, and color of target elements. Table Il summarizes
the preprocessing strategies employed by several
researchers during automated malaria diagnosis.



TABLE I TECHNIQUES FOR PREPROCESSING

Reference papers

Techniques
preprocessing

for | Observations

Sanjay Nag and S. K. Bandyopadhyay [13],
Lorenzo—et al. in [16] Sadiq et al. [17],
Kanojia et al [18], Devi et al. [22], Somasekar
et al [23] . Gitonga et al. [11], S.S.Savkare
and S.P.Narote [29] [30], Xiong et al. [31],
Ross et al [9]

Median filter

It has the capacity to reduce noise
while maintaining sharp edges.

Tsai et al. [25], Hung et al. [26]

Mean Filter

It has the capacity to reduce noise
with a cost of blurred edges.

Lorenzo-et al. in [16], Penas and P. T. Rivera
[19], Tomari et al. [27], Chen et al [26]

Morphological Filter

Remove undesired artifacts. Used
for thinning, thickening, holes
filling and splitting.

Devi, S. S. et. al. [12], Devi et al. [20], Devi
et al. [22], Arco et al. [24]

Histogram Equalization

For low-resolution
works well.

images, it

Ghosh et al. [21], Savkare S. S. and NaroteS.
P. [29] [30].

Laplacian filter

Used to sharpen the image's edges.

Das et al [28]

geometric mean filter

It has the capacity to reduce
Gaussian noise while maintaining
edges.

Sadiq et al. [17], Arco et al. [24]

Gaussian filter (Low pass)

It has the capacity to reduce
Gaussian noise.

E. Segmentation

Segmentation is a crucial procedure in both computer
vision and image processing. It means subdividing an
image into various discrete, non-overlapping parts that
come together to form the whole image. The most
important and difficult stage is identifying the various cell
types, such as red blood cells, white blood cells,
plasmodium, etc., in a blood smear image. The two types
of blood cells are distinguished from the background
using image features including clusters of healthy and
infected blood cells. Effective detection and classification
of malaria parasites may be possible using properly
segmented images.

Recent studies have suggested a number of blood cell
segmentation techniques. Several factors were examined
by S. S. Devi et al. [12] to identify malaria-infected
erythrocytes. In this study, Otsu's segmentation technique
was used to divide up the stained portions. Area
thresholding and morphological filtering were then used
to get rid of any remaining artefacts or stains. Finally, the
overlapping blood cells are separated using a technique
called marker-controlled watershed segmentation.
Malaria parasites in a thin blood smear picture were
identified by S. K. Nag et al. using machine intelligence
[13]. A transition was made to the L*a*b* colour space
here. Then, unsupervised K-means clustering was used to
divide the total number of pixels in an image into three
groups. While the foreground shows the cells (the region
of interest), the background shows the irregular
coloration. The first two groups represent the foreground
of the picture, while the third group represents the
background. The third cluster's colour pixels were all
changed to black. In order to categorise malaria parasites,
D. Kaur and G. K. Walia devised a hybrid form of ACO-
SVM (Ant Colony Optimization - Support Vector
Machine) [15]. In this study, author proposed using a
simple ant colony optimization algorithm for malaria
image segmentation. Digital image processing was

utilised by J. V. Lorenzo-Ginori et al. in [16] to categorise
erythrocytes infected with Plasmodium. Segmentation
occurred in a two-stage procedure. As a first step, Otsu's
technique was used to perform a rough segmentation on
the image's intensity factor. Next, author used a marker-
controlled watershed transform to identify overlapping
cells and separate them. The idea of using microscopic
blood pictures to diagnose malaria was introduced by G.
Madhu [36]. To extract a section of the contaminated
blood cell from microscopic blood smear images, the
author employed an Einstein t-conorm segmentation
technique and an unique fuzzy type membership function.
A method for categorizing malaria parasites was proposed
by Pragya et al. [37] using the Chan-Vese Method for
segmentation and SVM as a classifier. The Chan-Vese
algorithm is widely recommended for segmenting malaria
parasite images because it is the only method that can
reliably separate the parasite from its background. D.
Dawale and T. Baraskar created a malaria detection
method [38] using regional descriptors and the PSO-SVM
(Particle Swarm Optimization - Support Vector Machine)
classifier. In this study, region-based and Otsu
thresholding were used to separate different types of
blood cells. Separating RBCs from the background was
accomplished by K. Manning et al. in [39] using a marker-
based watershed segmentation technique. In [40], S.
Hartati et al. automatically determined the threshold using
Otsu's thresholding method. The hole in the diseased cell
was then covered off and the undesirable artefacts were
eliminated by performing the morphological closing and
opening. Local binary pattern was employed by S. L.
Varma and S. S. Chavan to identify malaria parasites in
both thick and thin blood smear pictures [14]. In order to
divide the data into distinct groups, the authors here
employed Otsu thresholding. Sobel and Prewitt masks
were employed for the purpose of edge detection. When
utilising supervised learning to look for malaria-infected
erythrocytes, Sadiq et al. recommended picking the best
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features using the Z-score [17]. With the help of Canny
edge detection, authors were able to extract the relevant
data and drastically cut down on the amount of
information we needed. Segmentation was carried on on
images using the Otsu global thresholding and watershed
approach by M. Kanojia et al. in [18]. Otsu's thresholding
method was used to segment erythrocytes and artefacts by
S. S. Devi et al. in [20]. Next, a morphological filter was
used to remove any unwanted coloured components from
the erythrocyte. The marker-controlled watershed method
was then used to separate the clumped erythrocytes. A
hybrid classifier was used by S. S. Devi et al. in [22] to
categorise erythrocytes infected with malaria. The authors
used marker-controlled watershed segmentation to
separate clumps of erythrocytes into their component
cells. In order to distinguish infected from healthy red
blood cells in blood smear images, Hany A. Elsalamony
trained neural networks [3]. The segmentation procedure
made advantage of watershed and morphological
functions. Parasites in stained blood smears were
categorised using an MP (Malaria Parasite) detector by Y.
W. Hung et al. [41]. In this study, author used Otsu's
threshing technique to determine the threshold for
classifying all pixels as parasites or backgrounds.
Malaria-infected cells in blood smear pictures were
extracted using the Fuzzy C-means (FCM) method by J.

TABLE III.

Somasekar et al. in [23]. Tsai et al. [25] suggested a
strategy for identifying malaria-infected erythrocytes and
then dividing them into individual parasitized cells. In this
case, a threshold value was chosen using Otsu's
thresholding to separate parasites from backgrounds.
Different research use various methods of segmentation,
which are summarised in Table Ill. According to the
review, Otsu's algorithm is widely used to separate
erythrocytes and malaria parasites. The histogram's
between-class variance is maximised to determine the
threshold value in the Otsu technique. If the histogram has
a bimodal or multimodal distribution, this method is
useful for choosing a threshold value. Comparably, other
researchers used marker-controlled watershed and
watershed algorithms to segment overlapping cells during
the segmentation step

TECHNIQUES FOR SEGMENTATION

Reference papers

Various Segmentation Methods

Observations

Lorenzo-Ginori et al. in [16], Hartati et
al. in [40], Varma et al. in [14], Arco et
al. in [24], Tsai et al. in [25], Devi et al.
in [12], Hung et al. [41], Ghosh et al.
[21], Tomari et al. in [27], Ross et al.
[9], D. Dawale and T. Baraskar [38]

Otsu thresholding

Determines the best threshold value for
classifying the pixels in foreground and
background.

Nag et al. [13], Sadiq et al. [17]

K-Mean clustering algorithm

There are more identical regions found
by this method.

Arco et al. [24], Somasekar et al. [23]

Histogram threshold

The threshold must be carefully chosen;
a poor choice could result in over or
under segmentation.

Tek et al. [42], Sio et al. [10]

Morphological operation

In non-uniform lighting conditions, this
is useful.

Pragya et al. [37]

Chan-Vese algorithm

This method is ineffective when the
cells are overlapped on each other.

Sadiq et al. [17]

Canny Edge detection

Suitable for images having better object
contrast

Kanojia et al. in [18], Devi et al. in [20],
Lorenzo-Ginori et al. in [16], Manning
et al. in [39], Devi et al. in [22],
Elsalamony et al. in [3]

Marker controlled watershed

It works well for overlapping cell
segmentation but not for greatly
overlapping cell segmentation. Over
segmentation.

F. Features extraction

This is a significant transition from graphical to
numeric representation of data, a prerequisite for the
processing of the vast majority of images and computer
vision solutions. Other parts of a stain, such as parasites,

are malleable objects of a wide range of sizes and forms.
While colour information is useful, it is not alone
sufficient to differentiate between, say, various species of
malaria parasites. A set of features is a collection of
characteristics that can be used to identify diseased cells
from healthy ones. Table IV provides a summary of the
many features employed by researchers.



TABLE IV.

DIFFERENT FEATURES APPLIED BY DIFFERENT INVESTIGATORS IN DIFFERENT STUDIES

Reference papers

Features set

Name of Features

Hartati et al. in [40], Sadiq et al. in | Gray Level Co-occurrence | Contrast, correlation, energy and Homogeneity
[17], Kanojia et al. in [18], Devi et al. | Matrix (GLCM).

in [12], Devi etal. in [22].

Madhu G. in [36], Sadiq et al. in [17], | Hu moments. There are seven values that remain constant

Kanojia et al. in [18], Devi et al. in
[12], Tomari et al. in [27], Das D.K. in
[28].

regardless of the size, location, or orientation of
an object.

Sadiq et al. in [17], Devi et al. in [22],
Das D.K. in [28], Devi et al. in [12].

Linear Binary Pattern (LBP).

59 LBP features.

Pragya et al. in [37], Manning et al. in
[39], Hartati et al. in [40], Nag et al. in
[13], Kanojia et al. in [18], Ghosh et
al. in [21], Tomari et al. in [27], Das et
al. in [28], Tek et al. in [42], Ross N.
E.in[9].

Shape Descriptors.

Size, Aspect Ratio, Density, Extent, Periphery,
Convexity, Solidity, Major Axis, Fill,
Diameter, Minor Axis, Roundness and N (no.
of connected objects) are all dimensions.

Lorenzo-Ginori et al. in [16], Manning
etal. in [39], Kanojiaetal. in [18], Nag
etal.in[13], Devietal. in [20], Ghosh
etal. in [21], Pragya et al. in [37], Tek
etal. in [42], Ross N. E. in [9].

Texture
Descriptors.

and

Kurtosis and Skewness of RGB and HSV,
mean, Gray level average, Third moment,
Homogeneity, Smoothness, Standard
deviation, and Entropy.

Colour

V. CLASSIFICATION

Classification development is greatly facilitated by a
high-quality feature extraction and segmentation
technique. It is common practise in automatic malaria
diagnosis to use the classification technique for two
purposes: identifying the stage and species of the parasite
that has infected the patient's erythrocytes.

Classifiers used in various research to categorise
infected cells, phases of infection, and species are listed
in Table V.

V. DiscussIioN

In this article, we systematically outline the

automatic detection of malaria based from microscopic
images. Malaria detection system should be able to
perform imaging, preprocessing, segmentation, and
classification functions. Malaria diagnostic systems need
to be able to find the existence of parasites in blood
samples via differentiating amongst non-parasitic
substances (artifacts, lymphocytes, and erythrocytes) and
malaria parasites. If the blood test is positive, it is
necessary to recognize the species and the malaria parasite
by distinguishing species and developmental stages.
However, most imaging studies related to malaria did not
meet the above necessities.
Median filter proved to be very accurate in decreasing the
salt and pepper (impulse) noise from microscopic image.
The local histogram method is often utilized to enhance
the microscopic image of blood smears.

Segmentation is considered a vital step in automatic
detection of malaria disease. Effective segmentation
makes things easier in case of parasite detection and
feature extraction. A review of the literature indicates that
most researchers use the Otsu threshold to segment
erythrocytes and malaria parasites. Otsu's threshold is

TABLE V.

based on the reduction of the criterion function to select
an optimal threshold; however, the Otsu threshold cannot
segment overlapped cells. To segment overlapped cells,
Devi et al. [20] applied the watershed algorithm. Unless
the object is flat or has at least one soft gray layer, it does
not make sense to apply the watershed algorithm directly
to the image. Therefore, marker-controlled watershed
algorithm is usually preferred, which basically uses
externally provided markers instead of regional minima
[43]. The marked watershed algorithm is used to isolate
overlapping cells. Similarly, some studies have used
Morphological operations, K-Mean clustering, and
Chanvese for segmentation.

For the classification of infected erythrocytes and the
stage of malaria infection, texture, geometric shape, and
color characteristics were evaluated. In most current
approaches, investigators use a blend of texture and
geometric features in the feature extraction phase. Several
automated malaria diagnosis studies have shown that
color and texture features can be utilized to classify
diseased and healthy erythrocytes. Also, geometric
features can be used to identify parasite species and life
stages. From the review, SVM is utilized by maximum
researchers. The essential benefit of SVM is that it has
high-quality generalization functionality and
extraordinarily influential learning rate. Numerous
classifications had been suggested for the automated type
of malaria parasites in existence of different marked
substances in smear images. Though, those research does
not often focus on classification of life phase. Finding the
life phases of a parasite is beneficial and this could be
answered with the aid of using a multi-class type in
preference to a parasitic or non-parasitic binary type
problem.

DIFFERENT METHODS OF CLASSIFYING THE INFECTED ERYTHROCYTES
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Reference papers Techniques

Classification

of | Observations

Madhu G. in [36] Decision Tree

It predicts class membership using hierarchical
relationships between input data.

Lorenzo-Ginori et al. in [16], Das D. K. | Naive Bayes The naive Bayes classifier's key advantage is its quick
in [28], Nag et al. in [13]. training computation time.

Nag et al. in [13], Lorenzo-Ginori et al. | Support Vector | SVMs are great for learning problems with a large
in [16], Pragya et al. in [37], Kaur et al. | Machine. number of features in comparison to the number of

in [15], Hartati et al. in [40], Sadiq et
al. in [17], Devi et al. in [20], Das D. K.
in [28].

training cases.

Devi et al. in [20], Tek et al. in [42],
Devi et al. in [22], Malihi et al. in [44],
Lorenzo-Ginori et al. in [16].

K Nearest Neighbor

Unknown samples are classified simply by comparing
them to previously recorded training data.

Sadig et al. in [17] Boosted Tree

There are numerous weak learners in this group, but
only one strong learner emerges. In this situation,
individual decision trees are poor learners. Each tree
is connected to the previous one in a sequence, so
that each reduces the error of the previous tree. Due
to this consecutive connection, boosting algorithms
are incredibly accurate but it’s training process is
often slow.

Lorenzo-Ginori et al. in [16], Ghosh et | Bagged Tree It's the combination of several different versions of a

al. in [21] predicted model. Each model is trained separately
before being integrated through an averaging approach.
Bagging's main goal is to achieve less variance than any
particular model has.

Manning et al. in [39], Kanojia et al. in | Artificial Neural | Employs a nonparametric strategy. The network

[18], Devi et al. in [20] [12], Tomari et | Network. structure and amount of inputs have an impact on

al. in [27], Ross N. E. in [9], Lee et al.
in [2], Gitonga etal. in [11].

classification performance and accuracy.

A. Probable guidelines for upcoming research

Automatic malaria parasite recognition
classification can support pathologists with malaria
disease detection and medicine development. A lot of
effort has been done on this topic, but there are still some
problems that reduce the accuracy of malaria parasite
detection. Therefore, improvements are needed to meet
the pathologist's expectation that it may reduce the
difficulty encountered in manual analysis. Literature
reviews indicate that most studies are limited to detecting
Plasmodium in blood smear images. Species
identification and the life-cycle of the malaria parasite
have proved useless in most researches.

However, investigators in [44] [11] [43] [25] have
identified four malaria parasites, but they still haven't met
the pathologists' expectations. Other factors, such as
blood slides, microscope, noise, scale correction, and
color standardization, can affect the accuracy of
identifying malaria parasites. The main problem in
segmenting the malaria parasite is to separate the infected
erythrocyte from white blood cells and colored objects
because they have the similar hue and intensity. The
segmentation technology can be improved to effectively
process blood smear images without removing noise or
adjusting the contrast. Similarly, when measuring
parasites, the exact number of non-infected erythrocytes
and infected erythrocytes required to be calculated so that
overlying cells give unreliable results, and appropriate
algorithms can be used to correctly measure overlapping

and

cells. This step required to be enhanced with the aim that
you can further classify the infected erythrocytes and
recognize the parasite and the parasite's life stage based
on better features.

VI. CONCLUSION

This article offers a framework for investigators who
wish to study the automatic detection of malaria from
images (microscopic). The purpose of this article is to
analyze, and classify the systems and methods used to
detect malaria and determine existing restrictions. The
problem of pathologists was also discussed. In the
preprocessing, the problems of color change, illumination
change, and noise in the microscopic image are discussed.
Segmenting parasites form images is the next important
phase in the classification of malaria parasites, which
greatly affects the performance of the classifier. Color,
texture and morphological features, are valuable
information about features. In terms of classification, it
could be advisable to add circumstantial information to
the categorization of malaria parasites. This issue can be
resolved by means of multi-class classification in place of
the two class problems; Parasitic or non-parasitic. This
review can help researchers analyze the best practices
introduced in the past two decades and their restrictions.
Since the automatic detection of malaria is performed not
only by computer vision experts, but, it also requires the
participation of pathologists.
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Abstract - The agricultural sector is considered to be as one
of the major farming sectors wherein the process of
automating plants on the basis of diseases can be
performed upon. To monitor such an agricultural
environment; it is necessary to keep a track of healthy and
diseases plant leaves so that they can further be segregated
to generate exponential crop yields and returns. For this
purpose; various state-of-the-art technologies such as
machine learning, deep learning and artificial intelligence
have come together to categorise healthy plants from
diseases ones using image classification techniques. On
the other hand, the working theories of deep learning
based models have been continuously evolving to precisely
identify the presence of disease in plant leaves. This not
only adds efficiency in the entire process of detection; but
also adds time efficiency that increases the probability of
identifying diseases at the right stage. For this purpose, we
proposes the implementation of Convolutional Neural
Network, ResNet-50, Efficient-B2 and VGG-16 to detect
and validate the presence of plant diseases in the respective
leaves. The execution of the paper occurs by gathering a
dataset of 87k plant images from Kaggle repository. This
repository consists of healthy and diseased plant images
while executing on 38 varying categories. However, the
final implementation takes place on a total of 250 images
from every class. The entire dataset is trained, tested
and validated for the same. The final evaluation of the
proposed models occur using performance metrics such
as accuracy and recall factors. On final comparison of the
overall model; it was observed that Efficient-B2
generated optimized accuracy of 94 percent.

Keywords: CNN, Efficient-B2, machine learning, deep
learning, ResNet-50, VGG-16

I.INTRODUCTION

The primary resource and the origin of food has
always been the agricultural sector and therefore serve
the purpose of basic necessities acquired by the humans.
Hence, this sector has been recognised as the survival
centre of the world that is responsible for the lives of
human beings [1]. This leads to a major fact; that the
agricultural sector can further be declared as the most
important and a centric pillar of any economy. It can
be very well observed that 70 percent of the total world
population depends on the agricultural sector for their
livelihood. Hence, it can be concluded that the lives
of individuals including their health is a major
reflection of the agricultural sector [2]. Therefore, this
sector must be carefully pondered upon and not
neglected. An important aspect of the agricultural
sector lies in the forests and the plants the trees might
produce. It is important that the quality of such plants
must be checked and monitored on regular intervals

so as to avoid decaying of the same. This becomes one
of the significant challenges in the agricultural sector to
timely detect the presence of diseases in the plants so
that the health of the plants and crops are maintained
and not compromised upon. This occurrence of diseases
in plants might occur due to various factors; such as;
improper land, infertile land, amount of water and
sunlight, number of pesticides etc. all such factors are
in a way responsible to affect the growth of the plant
and might create a hurdle in their growth; thereby
leading to diseases in plant development growth and
seedling growth [3]. When such a disease occurs in the
plant; its growth is highly impacted and might change
the morphological and biological changes in the
same. The overall diseases in the plants that lead to such
changes are majorly caused due to biotic stress and
abiotic stress. Biotic stress includes; stress caused due
to living creatures present in the soil such as bacteria
and virus. Such creature tends to come in direct contact
with the plant and negatively affects the overall growth
of the seedling process [4]. On the other hand; abiotic
stress is caused due to non-living creatures such as man-
made or environmental factors [5]. Figure 1 below;
represents a diagrammatic scheme of biotic and abiotic
stress.
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Figure 1: Schematic representation of diseases in plants

[5]

However, a conventional method used by farmers is
to manually inspect the presence of diseases in the
plants. This manual inspection follows the process of
gathering knowledge from people who have an expert
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opinion on the same and can therefore contribute to
identify the disease. A major disadvantage of this
process; basically includes the time constraint
attached to the process of manually detecting the
same. Since the crops are distributed in large fields, its
manual inspection and detection of the same
becomes a tedious task [6]. In such a scenario, it is
feasible to adapt to machine learning based techniques;
in which the detection of the same can be performed
through technical strategies with more precision. For
this purpose, various approaches have been evolved that
includes techniques of machine learning, deep learning,
transfer  learning and  artificial intelligence.
Advancement in such strategies and algorithms has
proved to detect the presence of diseases in plants with
highest possible accuracy in a minimal time frame.
Hence, such techniques can be used on the concepts of
image processing wherein; a specific part of the image
is taken into consideration and algorithms are deployed
on them; so as to observe a particular area of the leaf [7].

In addition to this, the depth of the plant leaf is also used
which can help to detect the presence of diseases within
itself. Using machine learning based algorithms of
random forest, support vector machine; k-nearest-
neighbour etc. this process of detection can be
carried out effectively. Such algorithms tend to focus
on specific features of the plant leaf such as it’s;
saturation colour, gradientorientation, RGB features
etc. [8] hence, it can be concluded that machine
learning, transfer learning and deep learning algorithms
play a significant role in detecting the same and further
classifying the plant leaf as healthy or diseased [9]. On
the other hand, the working implementation of CNN
is heavily based on the hidden layers present in the
neural network. Such architecture can easily
differentiate between various patterns of plants and
further label them as healthy or diseased.

Hence, the primary aim of the research paper is to
deploy and automate the process of disease detection
amongst plant leaves using CNN and deep learning
based models such as Efficient-B2, ResNet-50 and
VGG-16. The added layers of deep learning models and
the hidden layers of CNN tends to automate the process
with less computational complexity and within a limited
time frame. In addition to this, the process of fine tuning
and usage of parameters for evaluation such as
confusion matrix, accuracy, precision, loss graph etc.
generates high levels of accuracy. For this purpose, we
have collected the plant disease dataset from Kaggle
repository comprising of 250 images of both health and
diseased plant images from each of 38 different
classes.

The contributions of the proposed study can be
summarised as follows: Uploading plant disease
dataset from Kaggle repository and working on
images of various healthy and diseased plant leaves.
Implementing  CNN and deep learning based
algorithms through labelling process Comparing the
results thus obtained and defining the algorithm with
best possible accuracy

Il. RELATED WORKS

Multiple research scholars have worked upon the
conceptual theory of detecting plant diseased through
their leaves. An extended amount of research work has
gone into detecting the same using machine learning
algorithms. This section of the thesis, describes the
research work performed by various authors in the same
domain.

In a research work conducted by author Ashwin et al. in
[10] he proposed the detection of Soybean plants
wherein he incorporated the physiological features of
the leaf along with its morphological features. This
process helped to detect and differentiate between
healthy and diseased leaves of the plants. The author
used a dataset consisting of 2500 images and selected
various features from it which could further be used for
image classification purpose. The author implemented
the model using 21 features from the acquired dataset.
Such features included the evaluation of stem length,
length if the root, pods present in every plant and the
number of seeds sowed for the same. The entire
implementation of the system occurred using six
machine learning algorithms such as random forest,
gradient boosting, logistic regression, SVM, KNN and
naive Bayes. In addition to this; a ten-fold cross
validation as also performed on the same and the model
was evaluated using confusion matrix and accuracy
factors. On execution, it was observed that the gradient
boosting model generated highest result of accuracy and
a precision factor of 92.56 percent.

In a similar research work proposed by Bedi et al. in
[11] represented a hybrid model based on the concepts
of CNN and CAE (convolutional auto encoder). The
model was implemented peach plant leaves and was
further used to detect the presence of the disease by
detecting a specific spot on the respective leaf. The
author acquired the dataset from GitHub repository that
consisted of 2160 diseased leaves and 2267 healthy
leaves. A total of 70 percent of the acquired dataset was
further used for the testing purpose and 30 percent was
used for training purpose. Once the dataset was
gathered; pre-processing was performed on it. On this
stage; steps of labelling the data, categorising it and
further splitting it was taken place. The next step;
however included the process of applying respective
algorithms of CNN and CAE. During the testing phase;
leaf images were given as input to the algorithm and a
ten-fold cross validation was performed. In the
implementation phase of CNN, 14 hidden layers of the
neural network were used and 17 layers of CAE were
used. In addition to this; Adam was used as the
optimizer and rmse values were evaluated. On
execution; it was observed that the CNN generated less
error loss of 0.607 and was therefore declared as the
optimized model.

Jeyalakshmi et al. in [12] proposed the detection of
diseases in potato leaves depending on the image thus
obtained from the repository. The author worked on the
Plant Village dataset that comprised of 1000
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diseased leaves and 3270 healthy leaves. The dataset
also had plant images of grape. In addition to this; there
were different categories and sub-sets of potato plant
leaves and grape plant leaves. In the initial stage; every
RGB image from the dataset was acquired and its
respective background was removed through the
filtering process using Grab Cut algorithm. In the next
stage; various features from the leaf were selected,
depending upon the intensity of RGB images with
respect to red, blue and green colours. Other features;
such as its contrast, entropy and gradients were also
determined. Three machine learning classifiers were
used to evaluate the system model and thus included;
the implementation of KNN, SVM and Naive Bayes. A
total of

13 features were selected from each subset as a category
of grape and potato plant leaves. On execution it
was observed that KNN generated an accuracy of 91
percent and was observed to be as the optimized model.

Author Xian et al. in [13] proposed the implementation
of machine learning algorithm that was coined to be as
an Extreme Learning Machine (ELM). The algorithm
was used to detect the presence of disease in a tomato
plant. The entire dataset was obtained from Kaggle
repository that comprised of a Plant Village dataset.
The dataset had 1000 images of healthy plants and 1245
images of diseased plants. The implementation of ELM
was further combined with CNN. The neural networks
present in the CNN comprised of multiple hidden layers
that enabled to connect internal nodes and helped to
resize the image of a tomato

plant. In addition to resizing of the image; leaf
features such as its segmentation, colour, and
saturation were also taken into consideration. In the
later stages; a scatter plot was determined that
highlighted only the relevant features of the plant
image. 70 percent of the dataset was used for training
purpose; whereas 30 percent of the dataset was used
for testing purpose. On evaluation, it was observed
that the ELM model generated better results in
comparison to the CNN model and produced an
accuracy of 93.65 percent.

It can be observed throughout the literature survey; that
multiple authors focused on detecting the presence of
disease in plant leaves. Table 1 below gives a
comparison of the used literature survey of the research
paper. A major disadvantage can be concluded that this
detection was grouped through the classification of only
one type of a disease in only one type of plant leave.
Since farmers, in the agricultural sector tends to grow
more than one crop; adapting to this detection becomes
a tedious task. Hence, the primary aims of the proposed
research work; is to build a model that can be used by
multiple farmers who tend to grow and produce various
crops. For this reason, we have proposed a research
work; wherein various plants together and further train
them for respective disease detection. In the next stage;
we implement various deep learning based models
along with CNN. The deep learning models

includes the implementation of VGG-16, ResNet-50
and Efficent-B2.

Tablel: Comparison of surveys

Research  |Year Crop pPataset [lechnique
Ashwin et Real random
al. [101 samples forest,
gradient
L boosting,
2021  poybean logistic
regression,
VM, KNN
nd naive
Bayes
ian et al. |2021 Tomato Plant FLM, CNN
[13] village
Bedi et al. [2021 Peach Plant CAE, CNN
[11] village
evalakshmi Potato Plant NN. SVM
etal. [12] |2020 and village |nd Naive
grape Bayes

I1. METHODOLOGIES USED

This section of the research study highlights the
algorithms used to implement the detection of disease
in plant leaves. For this purpose; deep learning based
CNN is used and deep learning based ResNet-50,
VGG-16 and Efficient-B2 are used.

The primary finding of the definition of DL is that it is
the addition of a multilayer network for feature
extraction to the ML framework. In DL architecture, the
term "deep" refers to the layer thickness. The concept's
classification process is as follows: The manually
labelled dataset is split into testing and training samples
for the DL structure, the dataset is normalised for
quality improvement using image pre-processing
techniques, and the pre-processed images are then fed
into the DL design for feature extraction and ultimately
classification. Each layer in DL architecture operates
the output of the layer below as its input, passes it to the
layer above, and repeats this process. Transfer learning,
on the other hand, refers to a concept in which the data
gathered and put to use on one dataset can be applied
to another dataset with a much smaller population to
train providing that both datasets function on a
similar CNN architecture objective. This technique is
carried out in a traditional CNN by training the initial
parameters on huge datasets. A specific model is
chosen for deep learning based on a CNN's ability to
extract features. This process is termed as feature
extraction. The main goal of this approach is to keep
both the neuron weights and the architectural
framework of a CNN model. This idea is typically
applied to offset the computational expense associated
with creating a neural network from scratch. The second
tactic entails choosing from among the several transfer
learning-based variation models available, such as
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Alexnet, Densenet, Mobilenet, Inception, and VGG-
16, then modifying the model's parameters to get
the best results. Following are the methodologies
used for the purpose of implementation of the proposed
thesis: CNN: The working implementation of CNN
takes in input images, extracts characteristics, and then
categorises them according to predetermined
standards. These networks are under the category of
neural networks; therefore they have all the
characteristics that identify a neural network. Its
execution is split into two blocks, the first of which
is charged with feature extraction and the second of
which uses ML techniques to classify data. CNN
employs two operations—pooling and convolution—
across a number of layers to carry out these blocks [14].
The first block, or feature extraction, is carried out by
the first two layers of the network architecture, and the
fully connected layer creates the final output by
mapping the features that have been extracted from the
earlier levels. Typically, this final outcome makes up the
second block of execution, or classification. The
convolutional layer, which is the first layer in the
network, is essential to the entire implementation of the
work since it performs all of the mathematical
operations in the network. Additionally, the entire CNN
procedure is carried out in a grid pattern. In the grid
parameters of this grid pattern, which are two-
dimensional arrays known as kernels, the pixels of
images are stored. The real feature extractors for the
model are performed by these kernels, which is what
gives CNNs their high level of image processing
effectiveness. All the levels in this network have a
tendency to gradually raise their level of complexity
since the output from one layer is supplied as the yield
input to the following layer. The process of parameter
optimization used in kernels to lessen the disparity
between output values and input labels is known as
training. Algorithms for back-propagation optimization
are applied in this procedure

ResNet-50: One of the often used CNN models based
on deep learning is ResNet50.

Convolutional models with 50 layers are stacked on top
of one another. A crucial component of ResNet50 is how
it gets around the wvanishing gradient problem.
Additionally, the architecture contains short links, or
"skips," that frequently avoid various execution steps
while iterating the model with essential and required
execution stages. Efficient-B2: A version of
EfficientB2 that has been enhanced and enlarged is a
part of the deep learning architecture. The model usually
uses a scaling technique that requires consistency for its
dimensional elements, such as depth and width, at all
sizes. To modify the resolution of the input dimensional
image, they additionally use acompound coefficient
in addition to dimensional variables. In contrast to
how a standard CNN operates, which relies on scaling
factors to prevent

distortion in the image's final resolution, EfficientB2's
implementation employs scaling coefficients.  For
instance, if the computational resource to be employed

is magnified to 2N times, the network's overall depth
grows by N, while its width increases by N. VGG-16:
The VGG-16 is a deep learning-based open-source
model. The 13 levels of the VGG-16 design are
separated into five groups and followed by a max-
pooling layer. This feature vector is then applied to the
three connected layers, all of which have the same
configurations. The information is subsequently
created and classified using the Softmax layer.

IV. IMPLEMENTATION OF THE MODEL

The primary aim of the research is to detect the presence
of disease in plant leaves by collecting a dataset from
Kaggle repository. The implementation begins by
collecting a dataset and pre-processing it using labelling
and resizing. After this stage, the model undergoes data
visualization in which all the selected classes from the
repository are used to represent the same. A total of 38
classes are chosen from the repository. After this stage;
the dataset is further split into training, testing and
validation phases wherein a total of 60 percent, 20
percent and 20 percent respectively is used in the
subsequent stages. Once the data is split; the model
undergoes the phase of testing using four algorithms
including; CNN, Efficeint-B2, ResNet-50 and VGG-16.
After the process of testing the dataset using four
algorithms, the system undergoes the process of
evaluation; wherein parameters such as accuracy,
precision etc. are taken into consideration while
deciding the optimized model. Once the parameters are
evaluated; the models are compared on the basis of
accuracy thus generated. The entire workflow of the
proposed model is depicted in figure

4.1 wherein we use CNN and three deep learning based
algorithms to detect features in plant leaves

Dataset —>| Data Pre-Processing
Data Visualization
]
Trai the data T Data Split
Test the data — Result Analysis

Figure 4.1: Workflow of the Proposed Methodology
A. Dataset Used

The implementation of the system model occurs
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by

gathering the dataset from Kaggle repository. This
repository contains images of plant leaves from 38
different classes with each class resembling a disease
and further comprises of 87k RGB based images.
However, the classes and images of plant leaves do not
overlap each other. These images of plant leaves
contains of 250 images of various different plants
having both healthy and diseased images and are
further used by multiple algorithms to conduct the
process of training and testing phase. Figure 4.2
below

represents a sample from the dataset that consists of 38
classes.

Figure 4.2: (a) Apple scab (b) Raspberry (c) Tomato (d)
Soybean (e) Blueberry (f) Cherry

In the next stages, the system is heavily trained so that
all the features of the plant images can be determined
and further distinguished as either healthy or diseased.

B. Data Pre-Processing

This is an important stage of the system model; wherein
the

dataset undergoes a series of process to filter
redundant data so that the final implementation can be
executed on relevant data. This is done so as to increase
the overall efficiency of the model with less time
consumption and high accuracy. The step in data
pre-processing majorly includes:

Labelling the data
Resizing the image

This tends to increase the resolution thus required for
the process of image classification to be performed
efficiently. For the purpose of implementation of the
proposed thesis; the dataset images of the plant leaves
are reduced to a pixel size of 128*128. This is done so
as to maintain the overall resolution of all the images
thus involved.

C. Data Visualization

The data visualisation method assists in the

understanding

of trends by removing historical data from the dataset.
Additional details about each attribute of the dataset are
frequently provided through bar graphs, pie charts,
and other visual representations of this data. Images
of the leaves from 38 types of plants are used to visually
represent the data for the suggested research. The
visualisation of

watdRBbing_(Efrus_areening)

orange__

plant leaves divided into all classes is shown in Figure
4.3 below.

Figure 4.3: Data Visualization of images from each class
from the dataset

This process of data visualization can further be
depicted using the count plot. The implementation of
count plot helps to deduce all the 38 categories of
classes by representing it through a bar graph. Figure
4.4 below illustrates a bar graph with 38 classes of plant
leaves obtained from the dataset.
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Figure 4.4: Data Visualization of 38 classes using count .

plot
D. Data Split

Once the process of visualizing the dataset is observed;
the

system model thus undergoes the process of data -

split; wherein the dataset is split into ratios of training,
testing and validation phases. For the purpose of
implementation of the proposed thesis; the ratio is
divided to be as 60 percent, 20 percent and 20 percent
respectively. After this split; the system model is then
sent for testing purpose onfour predetermined
algorithms of CNN, Efficient-B2, ResNet-50 and
VGG-16.

V. EXPERIMENTAL ANALYSIS AND
RESULTS

For the purpose of evaluation; multiple parameters such
as confusion matrix, classification table, sensitivity and
specificity are taken into consideration and further
employed on four deep learning based algorithms. The
definition of the used parameters is as follows:

Confusion matrix: it is a visual representation of the
values so obtained and can further be represented by
comparing the actual values with that of the predicted
values. Four terms are determined while evaluating a
confusion matrix.

TP: indicates when the actual values matches with
respect to the predicted values

FP: indicates when the actual values predicted does
not match with that of the real values

TN: indicates when the actual values does not
matches with respect to the predicted values

FN: indicates when the actual
matches with that of the real values

values predicted

Classification Table: a classification table consists
information on the accuracy so produced; it also
provides the values thus obtained from precision, recall
and F1-factor. The terms associated with a classification
table can be calculated as follows:

Accuracy A __(mpsTv)
ACCUracy = TrpL FPLFN-TN)
Preciston Precision = Wf—fjﬁ
FI
Recall R
.. (TP

He Cﬂj i = TP+FN
F1 Score 2*precision*recall

precision+recall

Sensitivity: Sensitivity is a ratio that informs the user
of the positive values that have been obtained in relation
to all instances of negative occurrence in the fraction
at hand. It can be calculated using the formula below:

Sensitivity = %

Specificity: A ratio called specificity tells us how often
there are negative values compared to positive values in
the fraction that is now present. It can be calculated
using the formula below:

5.1 Results of algorithms using Confusion Matrix

e L TN
Specificity = w3 7p

The confusion matrix generated by all four algorithms
is depicted in figure 5.1 below:

(a) CNN (®) VGG-16

(c) ResNet-50 (d) Efficient-B2

Figure 5.1: Confusion Matrix

A conventional representation of a confusion matrix
is usually represented through a block diagram
consisting of four blocks with four trained parameters
as mentioned previously. However, for the purpose of
implementation in the proposed thesis; all the 38
classes thus selected from the dataset are used to
represent the same using a confusion matrix.

5.2 Results of algorithms using Accuracy and Loss
graphs

A visual representation of the accuracy generated
in relation to the error loss is the accuracy vs loss graph.
An ideal model is one that exhibits the greatest accuracy
with the least amount of error loss. Figure 5.2 below
displays the accuracy and loss that were as a result
attained through the implementation of various
algorithms.
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o = CNN
! Validation Accuracy 61.78
Validation Loss 1.7432
VGG-16
(a) CNN Validation Accuracy 82.70
= - Validation Loss 1.4811
ResNet-50
Validation Accuracy 70.99
Validation Loss 1.0110
giyeele Efficient-B2
Validation Accuracy 94.14
) ) Validation Loss 0.1954

As observed through the classification table above, it
can be deduced that Efficeint-B2 generates highest
accuracy of 94 percent in comparison to other
algorithms thus experimented. The table above also
gives information on the validation accuracy and loss
error thus produced. It finally gives the values of
precision through which the final accuracy of the model
can be declared.

(¢) ResNet-50

5.4 Results obtained using sensitivity and specificity

The values of sensitivity and specificity generated by all
four algorithms are depicted in figure 5.4 below
(d) Efficient-B2

Figure 5.2: Accuracy vs Loss graphs

The graphs above were made using Adam as the
optimizer, and each epoch was run ten times. A rise in
validation accuracy and a corresponding decline in error
loss can be seen in the graph above. However, the
dataset that was utilised included images of the plant's
leaves.

5.3 Results obtained using Classification Table

A classification report provides in-depth details on the
precision, recall, F1 factor, and support values.

Table2: Classification Table
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class sensitivity

W NS WN O

0
1
2
3
4
S
6
7
8
9

10 10
1 1
12 12
13 13
14 14
15 15
16 16
17 17
18 18
19 19
20 20
21 21
2 2
23 23
20 4
25 25
26 26
27 27
28 28
29 29
30 30
31 31
32 32
3 33
34 34
35 35
36 36
7 37

0.997849
0.993489
0.999458
0.995130
0.984873
0.998918
0.981112
0976113
1.000000
0.988089
0.997832
0.979515
0.996196
1.000000
0.999452
0.997835
0.987097
1.000000
0.976216
0.998380
0.998929
0.929494
0.981612
0.989790
0.996218
0.961144
0.971953
0.989735
0.999457
0.999460
0.994035
0.997830
0.981502
0.995676
0.936695
0.992992
0.999458
0.997844

specificity
0.550000
0.649123
0.545455
0.615385
0.938776
0.230769
0.914894
0.637931
0.207547
0.830189
0.072727
0.866667
0,600000
0.500000
0.188679
0.865385
0.725000
0.500000
0.680000
0.229167
0.343750
0.952381
0.627451
0.846154
0.571429
0.765957
0.913043
0.673469
0.627119
0.122449
0.535714
0.385965
0.370968
0.420000
0.861111
0.844444
0.636364
0.244444

(c) ResNet-50

class sensitivity  specificity
0 0.998380 0.958333
1 1.000000  1.000000
2 1.000000 0.984375

3 1.000000 0.706897

R 0997845  1.000000
5 1.000000 1.000000
6 0997851 0.948718
7 1.000000 0.854545

8 0.998377  1.000000
9 0995673  0.980392
10 1.000000 1.000000
11 0992992 1.000000
12 1.000000 0.714286
13 0999460 1.000000
14 1.000000 1.000000
15 1.000000 1.000000
16 1000000 1.000000
17  1.000000 0.978261
18  0.999459 0.961538
19 0990185 0.969697
20 1.000000 0972222
21 0.999459 0.960000
22 0997835 0.980769
23 1.000000 1.000000
24 0997299 0.734694
25 0998378 1.000000
26 0999459 0.960784
27  1.000000 1.000000
28 0991398  1.000000
29 0998921 0.739130
30 0996755 0.803922
31  1.000000 0.921569
32 0.999460 0.937500

33 0996228 0.977273

34 0998921 0.829787

35 0998921 0.914894

36 1.000000 1.000000

37 0996744 1.000000

(d) Efficient-B2

VI. CONCLUSIONS AND FUTURE SCOPE

The primary aim of the research is to detect the presence
of disease in plant leaves. For this purpose, we have
gathered a dataset of plant images from Kaggle
repository and conducted a process of labelling and
resizing the image using data pre-processing techniques.
In the next stage; the dataset is expected to be split into
a ratio of 60, 20 and 20 for the purpose of training,
testing and validating respectively.  The  final
implementation of the trained dataset is deployed on
four deep learning based algorithm; including the
implementation of CNN. The rest three algorithms
include VGG-16, ResNet-50 and Efficeint-B2.
However, a thorough investigation revealed that CNNs
do have some shortcomings and are subject to certain
restrictions. The goal of the research is to identify plant
infections and further categorise them as normal or
infected. This goal is accomplished by doing the
research study in two parts, comparing the four models,
and determining which model performs better and
produces higher efficiency. To fulfil this purpose;
evaluation parameters such as confusion matrix,
accuracy vs loss graph, sensitivity values, specificity
values, precision, f1 score and recall factors were taken
into consideration. On experimentation of the proposed
research; it was observed that the execution of Efficient-
B2 generated an accuracy of 94 percent; which was
considered to be as the highest amongst the
implementation of the rest three. Hence, the model was
declared to be as the optimised model.

On the other hand, a little training dataset might not
yield accurate results that are satisfactory. The
techniques of augmentation and the use of weak learning
algorithms to obtain trained data can be used to further
solve this issue. In addition to this, using a Generative
Adversarial Network (GAN) for training generation
enables the ML architecture to be trained with more
distinctive characteristics and more robustness. Hence,
this can be concluded to be as the extended study for
future scope.
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Abstract —As the number of online book readers are
exponentially increasing due to online teaching and
growing internet-based technology, finding relevant books
from a vast e-book space becomes a tremendous challenge
for users. Now a days the amount of information on the
internet grows very rapidly and people need some relevant
tools to find and access appropriate information. One such
tool is the recommendation system. Recommendation
systems help to navigate quickly and receive necessary
information based on the inputs given. The proposed
Book Recommendation system would recommend the user
books based on their interest or based on the books they
have read previously. Also, a feature in the system where a
user can get the summary of a page in a book without
Reading the whole book.

Recommender systems are classified according to the
techniques used to make a recommendation: Content-
based systems, Collaborative Filtering (CF) or Hybrid.
Here we elaborate on all the techniques given above and
some other machine learning techniques like KNN to make
the best recommendation system. With the help of this
system one can quickly search for books relevant for the
user.

Key Terms - Recommendation System, Machine Learning,
Collaborative-Filtering, Content-Based, Hybrid.

. INTRODUCTION

Any system that automatically suggests information to
website visitors is referred to as a recommendation
system. These apps are the outcome of intelligent
algorithms that may provide consumers
recommendations as results. They need a powerful
computer system that can conduct computations in less
than half a second and a sizable database. So far today,
proposals have been made for a variety of solutions. The
performance of recommendation algorithms has
increased thanks to machine learning, which also offers
several options to do so. For the purpose of learning
hierarchical representations of data, machine learning
techniques employ many processing layers. A
personalized recommendation system helps users find
books, news, movies, music, online courses, and research
articles. Recommender systems are tools that, designed
for interacting with large and complex information
spaces and prioritizing items that are likely to be interest
to the user. An important part of many on-line e-
commerce applications like Amazon.com, Netflix, and
Pandora is personalized recommendations.  Briefly,
Recommendation ~ Systems  are based on the
informational components like: information about user,
purchasing or any other similar action. To implement the
functions of Recommendation System, identify the items
that are preferential to the user a made recommendations
based on such preferences. For this, the system has to
be able to predict the utility of some of them, or at least

compare the utility of some items and decide what items
to recommend based on this comparison.

The recommender systems are classifying according
to  the technique that are employed to made
recommendation — collaborative, content-based, hybrid,
cross-domain filtering algorithms. Firstly, collaborative
filtering uses users' information and opinions to
recommend products. It has narrow senses and general
senses. It can make automatic predictions based on user
preferences by collaborating information from many
users in a narrow sense. For example, collaborative
filtering could make predictions about a user that
television shows a user like or dislike based on partial
information of that user. In a general sense,
collaborative filtering involves collaborating large
volumes of multiple view-point, agents, and sources. It
can be applied in mineral exploration, weather
forecasting, e-commerce, and web applications where a
massive volume of data needs to be processed to make
the predictions. The drawback of collaborative filtering
is that it needs a tremendous amount of user data, which
is realistic for some applications where we do not use
information. On the other hand, content-based filtering
use objects information and recommendation are made
based on object similarity. Generally, content-based
filtering is useful when we do not have useful
information. The Similarity among the products is
considered while recommending. Both supervised and
unsupervised machine learning algorithms are applied to
measure the Similarity among products. The content can
be structured, semi-structured, and unstructured, but it
must be synchronized into a structured format to
calculate the Similarity. A hybrid recommendation
system combines two or more filtering techniques to
produce the output. The performance of hybrid filtering
is better comparing to collaborative and content-based
filtering. Collaborative filtering does not consider
domain dependencies, and content-based filtering does
not consider people's preferences. A combined effort is
required from both collaborative and content-based
filtering techniques to make better predictions. The
combined effort increases the common knowledge in
collaborative filtering with content data and content-
based filtering with user preferences. Cross-domain
filtering algorithms can access information that belongs
to different domains. Cross-domain filtering algorithms
make predictions by exploring the source domain and
increase the prediction in the target domain.

Il. LITERATURE REVIEW

Ms. Praveena Mathew, Ms.bincy kuriakose and Mr.
Vinayak hedge [1] proposed a Book Recommendation
System (BRS) through the combined features of
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content based filtering (CBF), collaborative filtering
(CF) and association rule mining to produce efficient and
effective recommendation. The existing systems lead to
extraction of irrelevant information and lead to lack of
user satisfaction. So, they proposing a hybrid algorithm,
which combines two or more algorithms, to help the
recommendation system to recommend the book
based on the buyer's interest. They use association rule
mining algorithm, ECLAT (Equivalence class clustering
and bottom up lattice traversal). ECLAT will helps to
find out the frequent item set. It uses depth first searching
technique. In one scan, it will categorise. Cosine
similarity is used for the similarity measuring in
content and collaborative filtering. They use item-item
filtering in collaborative filtering. The basic finding that
achieved through this proposed work is to recommend
the books based on the buyer’s interest and increase the
productivity and credibility. Using association rule
mining algorithm to finds interesting association and
relationship among large data set of books and provides
an efficient recommendation for the book.

Yongen Liang and ShimingWan [2] proposed a method,
which can mine products by understanding the user’s
preferences. It is a personalised technology with
collaborative filtering. It is book recommendation
system, which is for a university library. Here only
provide the recommendation service to the registered
users. The collaborative filtering uses both user-user
filtering and item-item filtering. The important job of the
collaborative filtering is to calculate the similarity of the
books and users or reader then, recommend. Cosine
similarity is using for the similarity measuring in
collaborative filtering. Then find out or predict the rating
for the particular book, which the targerted user may like
or give. One of the most important problems of
collaborative filtering is cold start. That is, when a new
user joins then they have no data about that user. They
have no previous purchase history or borrow history.
Therefore, here they propose a solution that Expert and
new book recommendation. Expert and new book
recommendation module will recommend the books as if
Best- selling, new books arrived, classical books... in
short, it will recommend the books at the top rating or
popular books.

Dharmendra Pathak, Sandeep Matharia and C. N.
S.Murthy

[3] proposed an efficient and best unique
hybrid recommendation algorithm, by providing the
recommendation more satisfying the user’s desire. Here

the hybrid recommendation is a combination of
collaborative,  content and context based
recommendation algorithms. The main input of

collaborative filtering is rating i.e, votes of so many
people, content based data that is the information about
the users like their interest, date of birth, priorities... and
the context based data that is the behavioural datas like
date, taste, mood, weather... Cosine similarity is using for
the similarity measuring. There are subject priorities
according to the user’s previous history. If they
purchase a book then check, the purchased book is
different subject priority from the subject priority has
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already set? If yes, then reset the subject priority3 and
then subject priority 2. The subject priorityl will not
change. Based on calculations and results they
concluded that the proposed Hybrid book
recommendation algorithm is best among the others.

Ahmed.M. Omran [4] proposed a Hybrid
Recommendation system that will answer for the
questions like, which book to buy? Which financial
service to choose? Which website to visit next? First
phase, collaborative filtering that is based on user
behaviour by calculating the statistical correlation
between the internet users’ profiles using pearson
correlation Factor by considering the number of visits to
varies websites for each user to estimate the type and
the strength of correlation among users. Then, Second
phase applies content based filtering according to the
content of websites by computing the relative similarity
between each pair of websites and build, a pairwise
comparison matrix to find the most nearby websites to
the most visited users’ websites. In collaborative
filtering, from the browsing history, collect the websites,
which that user visited. Then make the user profile with
this data and record how many times that particular user
visited in each site. Also make neighbourhood that is,
find the similar users to that particular user. Spearman
statistical method is the way of finding the users that
have a common behaviour. Content based filtering is the
second phase. Here by using the text data mining
technique that commonly used in content-based
technique i.e, TF—representation filter the data to predict
items to users determine the similarity between websites
by counting the words of the main pages and
applying one of the data mining techniques to find
the category to which website belongs. There are five
criteria to set the similarly of each couple of websites i.e,
Category, Service, Language, Rating, and Interactive.
The Eucliean distance is using for similarity measuring.

Adli Thsan Hariadi, and Dade Nurjanah [5] proposed a
hybrid- based method that combines attribute based and
user personality based methods for book recommender
system. Inthis paper, they are implementing the MSV
MSL (Most Similar Visited Material to the Most Similar
Learner) method, and they are saying that, it is the best
method among hybrid attributes based methods. The
personality factor is used to find the similarity between
users when creating neighbourhood relationships. The
hybrid attribute will calculates the recommendation
scores of rated books from neighbours using the
similarity scores between a target book and its
neighbours and between the active user and that user’s
neighbours. The score of book b from user u, denoted as
score_b. This is for finding the Most Similar Visited
Material to the most Similar Learner. It uses the
values from both content and collaborative. Then
use the result of hybrid as recommendation. That is
the Most Similar Visited Material to the most Similar
Learner.

Anand Shanker Tewari, Abhay Kumar and Asim Gopal
Barman [6] proposed a book recommendation system
based on combined features of content filtering,
collaborative filtering and association rule mining. When
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a buyer search for a book, then it will be store as a
purchase history or a search history. When the buyer is
offline the recommendation perform some filtration for
recommending to buyer and the results are stored in the
buyers web profile. When the buyer comes online next
time, the recommendations will be generated
automatically. In content based filtering, web Usage
Mining (WUM) is used to provide relevant information
to the buyers. web Usage Mining (WUM) typically
extracts knowledge by analyzing historical data such as
web server access logs, browser caches, or proxy logs. It
helps to possible to model user behaviour and, therefore,
to forecast their future movements. web Usage Mining
stores the user’s behaviour on the internet and processes
that data. Item based collaborative recommendation
Algorithm is using and Cosine similarity is using for the
similarity measuring. Intersect the results from the
association rule mining and the content, collaborative
filtering.

Binge Cui and Xin Chen [7] proposed a novel book
recommendation system. The readers will be redirect to
the recommendation pages when they cannot find the
required book through the library bibliographic retrieval
system. It is an online book recommendation system for
a library and it is based on web service. After login, a
user search for a book with keywords like a book title,
or with author name... at that time bibliographic retrieval
system will search for books with the same keywords. If
found any result in the recommendation system, then
send these keywords to web Books Retrieval Module. In
web Books Retrieval Module, it search on the online
bookstore based with keywords by creating accounts on
these online book stores like amazon... by the librarian
or the admin of the online book recommendation system.
Therefore, when the keyword comes to the web retrieval
module, it searches as user on these online bookstores by
login in. The result getting from these online
bookstores will give to the user as recommendation
results. According to the recommendation from users,
the statistic and analysis module will calculate the value
of that particular book. Then according to this value of
book, the Auto-Order Module will produce a book order
automatically based on the analysis results. When the
purchased books have shelved, Book Storage System
will send a report to the Short Message and Email
Notification Module. Then it will notify the
readers that have recommended the purchased books
using Message and Email server.

Kumari Priyanka, Anand Shanker Tewari and Asim
Gopal Barman [8] Personalised Book
Recommendation System Based On Opinion Mining
Technique. An online book recommendation; especially
consider the specific features of the book that a particular
user already purchased. Here, not only consider the
feature but also consider the reviews given by the user
for the books. So, here uses the technique that opinion
mining or sentiment analysis to classify the reviews or
comments from the different users for different book
into positive or negative. For this, naive bayes algorithm
will perform the text classification. The classification of
the review will helps to identify the user’s preference
and the books rating.
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I1l. PROPOSED SYSTEM

Existing recommendation services despite their
powerfulness need a strong user profile information
and history. User register to such systems, browse
books, rate them, write their feedbacks, recommend to
others, share, read appropriate information and etc.
Based on such an information a system makes its
recommendations. The examples of such services are
whichbook.net, whatshouldireadnext.com,
lazylibrary.com and etc. Instead our recommender
system focuses on simplicity and speed. A user, using
an intuitive search and filtering interface updates a
database by rating the books and then gets appropriate
recommendations. The recommendations in turn are
calculated based on collaborative filtering method.

IV. METHODOLOGIES

Collaborative  Filtering  Technique: Collaborative
filtering[CF] technique focuses on the relationship
between users and items. It is a technique that can filter
out items that a user might like on the basis of ratings
given by the other users and recommends the top-n
similar items to the item given by the user. The similarity
of items is determined by the similarity of the ratings of
those items by the users who have rated both items.

Item-based Collaborative Filtering Technique: Item-
based collaborative filtering was developed by Amazon.
In an existing system where there are more users than
items, item-based filtering is faster and more stable
than user-

based. This algorithm uses a similarity measure to find

similarity between items. Steps involved in this
algorithm: Step 1: Develop a user-item interaction matrix
from the merged dataset as shown in the fig.1 and
generate vectors from it. Here the item refers to a book.

Step 2: Now construct a cosine matrix using cosine
similarity from vectors.

Step 3: From cosine matrix find the books similar to the
book given by the user

Step 4: Recommend the top ‘n’ similar books Suppose
we have n users set[7] U={userl,user2,....,usern} and
m Books set B={bookl,book2,....book m}.User-item
matrix is mxn matrix and values will be the ratings.
Vectors will be the bookl,book2,..,book m. Similarity
between the books is calculated.

Cosine Vector Similarity(CVS): Cosine similarity is the
cosine of the angle between two vectors and it is used as
a distance evaluation metric between two points in
the plane. The cosine similarity measure operates
entirely on the cosine principles where with the increase
in distance the similarity of data points reduces.

Cosine similarity finds its major use for character types
of data wherein with respect to machine learning cosine
similarity can be used for various classification data and
helps us to determine the nearest neighbors when used as
an evaluation metric in the KNN algorithm.Cosine
similarity in the recommendation system is used with the
same principle of cosine angles, where even if the
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similarity of the content is less similar it would be
considered as the least recommended content, and for
higher similarity of contents, the recommendations
generated would be at the top.

Cosine Vector Similarity is the dot product of the two
data points(vectors).lt measures the cosine angle
between the objects i.e vectors.

Where, A=book1(vectorl)
Ai=rating

B=book2(vector2)

given to the book ‘A’ by a user ’i’ Bi=rating given to the
book ‘B’ by a user ‘i” Where, A=bookl(vectorl)
B=book2(vector2) Ai=rating given to the book ‘A’ by a
user ’i’ Bi=rating given to the book ‘B’ by a user

(3]
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Where, A=book1(vectorl) B=book2(vector2)
Ai=rating given to the book ‘A’ by a user ’1’
Bi=rating given to the book ‘B’ by a user ‘i’

Recommendation systems in machine learning are one
such algorithm that works based on the similarity of
contents. There are various ways to measure the
similarity between the two contents and recommendation
systems basically use the similarity matrix to recommend
the similar content to the user based on his accessing
characteristics.

So any recommendation data can be acquired and the
required features that would be useful for recommending
the contents can be taken out from the data. Once the
required textual data is available the textual data has to
be vectorized using the CountVectorizer to obtain the
similarity matrix. So once the similarity matrix
is obtained the cosine similarity metrics of scikit learn
can be used to recommend the user.

Euclidean Distance Similarity(EDS):The Euclidean
distance between two points is the length of the line
segments connecting them.Euclidean space in this
particular case is the positive portion of the plane where
the axes are the ranked items and the points represent the
scores that a particular person gives to both items. Two
people belong to a certain preference space if and only
if, they have ranked the two items that defines the
preference space. So define a preference space for
each pair of distinct items, and the points in this
preference space, are given by the people that ranked the
two items.

Euclidean Distance Similarity(EDS) is based on the
distance between two vectors. EDS measure compares
absolute values and determines that the best variant of
similar vectors is two absolute identical vectors with zero
distance between them.
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Weighted-Average: Weighted average is a calculation
that takes into account the varying degrees of
importance of the numbers in a data set. In calculating a
weighted average, each number in the data set is
multiplied by a predetermined weight before the final
calculation is made. A weighted average can be more
accurate than a simple average in which all numbers in a
data set are assigned an identical weight.

Rv+Cm
v+m

W =

where, W=weighted-average score R=average rating for
the book v=number of ratings for the book

C=the mean value of average-rating of all the books
m=minimum ratings required to get recommend

V. RESULTS
Based on the information records of 278858 users,

242135 books, 1149780 ratings from the good read
books Kaggle datasets, unsupervised machine learning
model i.e. collaborative filtering technique .The
following takes the book title “Harry Potter and the
Sorcerer's Stone (Harry Potter (Paperback))” as an
example input to show our proposed system
recommended books as shown in the and also to compare
the performance of similarity measures.

.Performance Comparison: The diagram below
illustrates the performance of two similarity measures
CVS and EDS in terms of weighted average of ratings
with a varying number of recommendations. Same input
book is given to both the measures and CVS is
recommending the books with more rating than EDS and
also as the size of the recommended books increases,
weighted-average value for both similarity measures is
decreasing. Finally, from the figure below, it is clear that
the performance of collaborative filtering[CF] technique
is better when CVS measure is used rather than EDS.
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Evaluation Metric: Evaluation metrics are used to
evaluate learning algorithms and form an important
aspect of machine learning. In recommendation, we are
predicting output, the error measures are fairly different
here. As usual, the error metrics are obtained by
comparing the predictions of the models with the real
values of the target variables and calculating the average
error.

Root Mean Square Error(RMSE): To compute the
RMSE, we first take the square of the difference between
the actual and predicted values of every record. We then
take the average value of these squared errors. If the
predicted value of the ith record is y( i ) and the actual
value is x('i ), then the RMSE is:

e 2
2 x@—-y@®)
i=1
N

RMSE=

Where, N=number of datapoints
The merged dataset is divided into 20% test data i.e.

206255 and 80% train data i.e. 825018, RMSE value
is

7.9727.
V1. CONCLUSION

A Recommendation System is an act of trying to
regulate the future work of the E-commerce industry.
The prediction of user’s interest of books or any other
item could yield remarkable profit and change in the field
of decision-making, retail business, hotel business,
tourism, digital content, movie databases. From this
literature survey, we found that, the most suitable
algorithm for predict books for users by considering their
preference and by avoiding cold start problem is, the item
based collaborative filtering with opinion mining on
reviews. This algorithms will be a great benefit for users
as well as the owner.

As it is difficult for people to select the best books
from a large set of books ,this paper provides a modern
solution i.e. a book recommender system based on item-
based collaborative filtering[CF] ~ technique  which
provides  relevant

recommendations. This paper also shows that using
cosine

similarity as a similarity measure gives best results when
compared to euclidean distance, as euclidean distance
gives the similarity value even if there exists null values.
The CSV gives the best results when the null values are
not present in the dataset. RMSE score is 7.9727.
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Abstract—Anaemia is one of the common disorder based on
Haematological by affecting humanity and it is usually
seen in pregnant women and children. This disease has a
negative impact on quality of life and sometimes in survival
of patients. Mostly people don’t know the nutritional food
they are required what are the nutritional fruits and
vegetables should have. The proposed work is a web
application, intended to create awareness and predict
anaemia in people and then recommending various methods
and diet plans gathered from hospitals to prevent anaemia
from happening ever again and as a precautionary element
for other people who might get affected from anaemia in
future. The prediction is done using 3 popular algorithms
(Random Forest, Knn and Naive bayes). Based on these 3
algorithms a hybrid system is created to predict most
accurate prediction for anemia patients using CBC report.
CBC report includes Gender, Haemoglobin, MCH, MCHC
and MCV which are enough to predict anemia.  This
proposed work also helps in building the diet and helping in
maintaining the diet.

Keywords—Anaemia, CBC, Random Forest, Naive Bayes
Classifier, Anemia Prediction, Anaemia Disease Prediction,
HealthCare website, Al based prediction, etc.

I.INTRODUCTION

Anaemia is highly prevalent in India. The third National
Family Health Study (NFHS-3) conducted during 2005-
6 found that amongst children aged 6 to 59 months, the
prevalence of anaemia is 69.5%; in rural India, the
prevalence is 71.5%. The prevalence is maximal amongst
younger children (12-17 months — 84.5%, 18— 23 months
81.6%). The prevalence of anaemia in rural areas
appeared to have risen since the previous NFHS (in 1998—
9) [1]- [2]. Anaemia is one of the common disorder based
on Haematological by affecting humanity and it is
usually seen in pregnant women and children. This
disease has a negative impact on quality of life and
sometimes in survival of patients. Mostly people don’t
know the nutritional food they are required what are the
nutritional fruits and vegetables should have [3]. The
proposed work serves as platform where a user can get
info of food which are rich in nutrition components.
When a user visits the portal, they can select a particular
food item categorized in different sections like protein,
vitamins, carbohydrates etc. It also shows dishes related to
that food like paneer dish is palak paneer which is rich in
iron and protein. Proposed Work Portal also shows
information related to anaemia disease through which
user can gain the information needed to diagnose
himself/herself.

Suggestions and nutritional tips will also be provided for
better self-treatment. For an enhanced treatment at home
tutorial videos for consuming nutritional food and quality
talks from doctors around the world in the field of anaemia
is also a part of the proposed work. Facility to book an

appointment with a doctor from top hospitals around the
world is being included to help user in contacting doctors
researching widely in the field of anaemia. As an addon
a feature called “talk to us” is being provided so that a
user can express his/her thoughts or can interact directly
with experts in the field of anaemia is mostly caused due
to lack of iron deficiency in children 11- 14 years.

This proposed work also includes Prediction using
machine learning which is most important feature of our
project. The dataset is collected from Kaggle and various
healthcare website to examine the performance of Naive
Bayes, Random Forest, and KNN algorithms for
predicting anemic disease. The dataset Includes more
than 1.2 lakh records

I.LITERATURE SURVEY

Based on the survey we found some research paper [4]-
[10] and found that there is no existing system for
anaemia. There are some initiatives for the Anaemia
projects, but the required system is not developed and
there only research paper about the proposed work but no
live system which helps user for guidance about anaemia
and nutritional food.

Some Web apps are available for disease but the app is not
specified to anaemia because it includes lots of disease.
Similarly, some websites are there with old technologies
which are not attractive and detailed about anaemia. So,
after this survey we have taken initiative to develop an
attractive and fully detailed and dynamic website for user
regarding anaemia and nutritional food. Along with this
we found many papers which provides algorithm for
predicting anemia but they have not implemented it on
any website. So, in our project we will implement these
algorithms for anemia prediction. We are also making a
hybrid system using various algorithm to make more
accurate prediction.

I1.METHODOLOGY
A. Reason to create this project

Based on research what we found that Anaemia is most
common disorder but there is no website in existing
system to aware the people about anaemia. So, to make
people aware about anaemia and advising them about
symptoms, diagnosis, prevention about anaemia and
guidance about the diet we initiated an approach to solve
all issue regarding anemia using our proposed work.

B. How we built this project

At first, we created a design of all the component of
proposed work using figma.

After completion of design, we started implementation
of proposed work using the MERN Stack. Here ReactJs
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is used for frontend implementation with some extra
technologies like bootstrap, Sass, CSS, html. ExpressJs
and Nodes are used for backend implementation and
MongoDb used for Database Management
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Fig 1. Home page
The prediction part is executed using Python and

FastApi technology.

Fig 2. Input and output screen for Prediction
All propped work is divided into 4 members where

2 members are involved in fronted development and other
2 members in backend development.

Side by Side members are involved in research and
documentation for proposed work.

After implementation of each component the testing
conducted each time and at last after final testing of whole
project, the proposed work is deployed on Heroku.

C. Features of proposed work includes

1) Anaemia details: This component includes all types
of Anaemia disease along with the particular anaemia
details, which includes symptoms, diagnosis, prevention,
treatment etc. Along with this there is
recommendation for food diet, which is recommended
based on anaemia type.

2) Nutritional guide: This component includes all type
of nutrients. Each nutrients contains many food items.
Which contains all the details about the that food item.
Which helps user to understand about nutrition diet.

3) Hospital appointment: This component includes list
of many hospitals where a user can take appointment in
nearby hospital.

4) Prediction: This component includes prediction using
machine learning algorithm which helps in knowing if a
particular user is suffering from anemia or not. The
prediction done based on hybrid system and alterative
pair average of result is taken to find most accurate
prediction.

5) Chatting system: When user is in doubt and want to
ask any query to other user then they can use chatting
system to take advice from other users.

6) Services and guidance: Here we have shown
services and also list of doctors which will be available
for guidance if there is any query. A user can just call any
doctor for is problems.

7) Tutorials: We have added some tutorial

about anaemia types with its all information and health
Tips

8) Parameters: For prediction we have used CBC
report  which  includes MCH, MCV MCHC,
Haemoglobin and these parameters are also displayed
in our proposed work with normal range.

9) Suggestion for anemia positive patients: When our
system predicts anemia positive for entered CBC report
then it also show suggestion to follow the path for
treatment.

IV.DATASET

The following table contains 122k dataset for anemia
patients.
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G Hb MCH | MCHC | MCV | result
0 8.88 [38.37 39.64 71.17 1
1 10.34 26.27 37.24 78.18 1
0 11.33 [29.23 35.54 80.03 0
1 16.55 [27.12 34.12 91.35 0
0 104 |23.32 38.49 105.46 1
1 18.59 [21.38 32.55 101.33 1
0 12.27 3141 34.22 99.17 0
1 16.72 [28.25 35.2 82.39 0
0 5.98 |10.6 40.1 101.51 1
Table 1. Dataset of CBC report
A. Steps for creation of model
== = P

Data Collection
Pre-processsing

Training & Testing
Building Hybrid model
Predicting anemia Disease
more 1,22,000 records,

In the result column 1 indicates anemia positive and




Prevention and Prediction of Anemia disease using machine learning algorithms

0 indicates anemia negative.
V.OUTCOME

As part of eliminating anaemia, a prediction model is
necessary as it would help users to know if they are
suffering from anaemia or not thereby also reducing the
cost of visiting a pathogen lab for specialized test of
anaemia which costs around 10 times than normal blood
test [11]. However, as anaemia is a disease which is
caused due to decrease in the count of red blood cells
(RBCs) or haemoglobin in the blood, it is required to
have a blood report for the prediction model to work and
predict the prevalence of this disease in a particular
person [12].

When it comes to prediction model, there were three
choices to choose from 1. Naive Bayes Classifier 2.
Random Forest 3. KNN Classifier, out of which, Random
Forest yields the best result with the most accurate result
among the three [7]. Since a prediction for anemia
disease should be accurate so, we are not just using a
single algorithm for prediction. In our project we are
using hybrid algorithm based on above algorithms.

As far as data pre-processing is concerned, training data
is collected from various pathogen labs, as a result
training data is new and fresh as opposed to getting old
and inaccurate data from a data repository. The dataset
collected from Kaggle and various healthcare websites
which contains CBC test data which gives overall data
that is required for the prediction algorithm i.e., Gender,
MCV, MCH, HGB, and MCHC.

These are the steps taken for the successful creation of
machine learning model.

Density

Density

MCHC | N

MCV

Density

i
. #\‘ ;BN

J

Fig 5. Data Distribution for MCHC and MCV
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MCH
6.9 28.1
B 16.3 30.9

MW MV Predicted Result
32.5 94.6
78.7
98.9
83.2
8.7

@ »s b o b b b

Fig 6. Prediction of sample data

We show This result in our website Screen as seen
below.

Fig 7. Finding relation between the Result and the
numeric features

When user enters CBC report then we check the
probability of all 3 algorithm for this input data.

Then we make pair of algorithms for prediction like (Knn,
Random Forest), (Random Forest, Naive bayes) and
(Knn, Naive Bayes). After this we store prediction output
separately for all pair. Along with this a combination all
three algorithm is used for prediction.

Fig 8. Making Hybrid prediction

Finally, we have 4 results. We calculate the average of all
result. If our result is 100% then report is anemia positive
and when result is 0% then report is normal i.e., anemia
negative. But as we are using hybrid algorithm with four
results so percent can be in between 0-100%. So, while
showing output in web screen, there is a condition, if
result is greater than 50% then its anemia positive else
anemia negative.
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Result Screen

Normal Report

Fig 9.1 Data of patient’s report

Enter your CBC Detail

Haemoglobin
2]

S0

= Male

Female

S he e m

Fig 9.2 Showing Prediction for negative anemia

Enter your CBC Detail

Haemoglobin

MCQV
90

® Male

Female

Check The
Clear The Form
Resuit

Fig 10.1 Data of new patient’s report

Result Screen

Youl afd ANSmia pokineg phiads resd Delow gusdeines

Fig 10.2 Showing Prediction for positive anemia
VI.RESULT
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Our proposed work successfully predicts the accurate
data for anemia disease. When CBC report is entered then
combination of 3 algorithms used which are random
Forest, Naive Bayes and Knn algorithm. If one of them
predicts wrong then output is 66.66% which mean anemia
is positive. and if all algorithm predicts positive anemia,
then output is

100%. When all predict anemia negative, then

output is 0% which mean anemia is negative. In some
case when only 1 algorithm predict anemia positive and
2 algorithm predicts anemia negative then output is 33%,
which means anemia is negative.

We have used combination of all algorithm which makes
it Hybrid system. This hybrid System predicts more
accurate result. User is allowed to provide the feedback
about our hybrid system and this all feedbacks are listed
on our project for making trust with users.

Along with this many features of our project helps in
spreading anemia awareness. The Tutorials and Services
are provided for user support and Doctor’s contact are
listed for 24/7 guidelines. Anemia Types and their details
like symptoms, prevention, diagnosis, treatment and food
item suggestion helps in getting knowledge about
anemia. Nutrition food page helps user to aware about all
the nutrients which exist and based on nutrients user can
see food items rich in that selected specific nutrient. The
Detail about each food item is also given for more
clarification about food. Hospital appointment feature
helps user to directly connect with hospitals and they can
easily take appointments in hospitals.

The Technology used in projects successfully makes our
project faster to response and quicker to load. The
prediction time take only two second for showing results
and recommendations.

VII.FUTURE SCOPE

Eliminating anaemia is the main motto of our project
which is also the major problem in this world deficiency
of nutrients in red blood cell leads to anaemia. This is
because lack of awareness people doesn’t know what to
eat and when to eat it’s really important so that people
have important and also defeat this anaemia. We have
learnt lots of things about anaemia and how to make an
effective website which help others to grab information.

In future, proposed work will not only predict the anemia
but also it will predict the type of anemia. The user will
be able to store the all the result in their account. The user
will also be able to take print of their report with all
remarks and reasons for the prediction. Based on the type
of anemia the food items will be recommended.

In future, proposed work is planned to be shaped in an
android app which will be made using Android Studio. A
constructive design is already in creation which is
planned to take on Material Ul concept with dynamic
theming support as present in android 13°s Material You
concept. Data will be fed in using the same API created
for the website. Volley APl will be used to fetch data
from the API and will be populated accordingly. MVC
architecture will be followed for the same. For now,
Android Studio is in consideration but according to
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team’s future decision Flutter might be used. If design of
android app is not as we thought of then a switch to React
Native will be required as designing is easier with React
Native. An 10S app is also in consideration which will be
made using X-Code. 10S app is still a decision which will
require team’s collective thinking and effort.

VI11.CONCLUSION

The proposed work is based on anemia awareness and
anemia disease Prediction. For prediction we have
compared various machine learning prediction model for
predicting whether a patient has anemia or not. Out of
which we found random forest, Knn and Naive byes
as fast and accurate models. We used all of three model
appointment with a doctor from top hospitals around the
world is being included to help user in contacting doctors
researching extensively in the field of anaemia. As an
add-on a feature called “talk to us” is being provided so
that a user can express his/her thoughts or can interact
directly with experts in the field of anaemia. Also, we are
bringing the awareness among community to help
understand the disease better and provide info regarding
nutritional foods which plays a major role in applied
field. Other additional features have been included in the
proposed work to further improve the pace of eliminating
this plaguing disease among the society.
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Abstract- In the past decades, electricity markets have
significantly restructured in both developed and developing
countries. In it, Optimal Power Flow (OPF) is emerging as
the main function of power generation, operation and
control. OPF is an optimization problem, in which the utility
strives to minimize its generation costs while satisfying all its
equality and inequality constraints, while the system is
operating within its security limits.

In recent years, the incorporation of subsets of transmission
High Voltage Direct Current (HVDC) in AC transmission
networks brought significant techno-commercial changes in
the transmission of the electric power in developing
countries. This paper aims at (1) presenting Genetic
Algorithm approach to solve OPF, (2) problem formulation
with incorporation of HVDC link in a AC transmission
system, (3) demonstrating the proposed methodology for
standard power system and (4) to assess the performance of
GAOPF with the traditional OPF method. The paper
concludes that the proposed scheme is effective for power
systems.

Index Terms — Optimal Power Flow, Genetic Algorithms,
HVDC transmission

I INTRODUCTION

In electrical power systems, Optimal Power Flow (OPF)
is a nonlinear programming problem, used to determine
generation outputs, bus voltages and transformer tap with
an objective to minimize total generation cost [1].
Presently, application of OPF is of much importance for
power system operation and analysis. In a deregulated
environment of electricity industry, OPF recently been
used to assess the spatial variation of electricity prices and
transmission congestion study etc [2].

In most of its general formulation, the OPF is a nonlinear,
non-convex, large-scale, static optimization problem with
both continuous and discrete control variables [3]. It is
due to the presence of nonlinear power flow equality
constraints. The presence of discrete control variables,
such as switchable shunt devices, transformer tap
positions, and phase shifters etc., complicates the solution
[2]. However, they are not assured to converge to the
global optimum of the general nonconvex OPF problem,
although there exists some empirical evidence on the
uniqueness of the OPF solution within the domain of
interest [4].

Effective OPF is limited by the high dimensionality of
power systems and the incomplete domain dependent

knowledge of power system engineers. Numerical
optimization procedures addressed the former one based
on successive linearization using the first and the second
derivatives of objective functions and their constraints as
the search directions or by linear programming solutions
to imprecise models [5-9]. The advantages of such
methods are in their mathematical underpinnings, but
disadvantages exist also in the sensitivity to problem
formulation, algorithm selection and usually converge to
a local minimum. The lateral one precludes also the
reliable use of expert systems where rule completeness is
not possible.

Since OPF was introduced in 1968 [10], several methods
have been employed to solve this problem, e.g. Gradient
base, Linear programming method [11] and Quadratic
programming [12]. However, all these methods suffer
from problems. First, they may not be able to provide
optimal solution and usually get stuck at a local optimal.
Some methods, instead of solving the original problem,
solve the problem’s Karush—Kuhn-Tucker (KKT)
optimality ~ conditions.  For  equality-constrained
optimization problems, the KKT conditions are a set of
nonlinear equations, which can be solved using a Newton-
type algorithm. In Newton OPF [13], the inequality
constraints have been added as quadratic penalty terms in
the problem objective, multiplied by appropriate penalty
multipliers. Interior Point (IP) method [14-16], convert
the inequality constraints to equalities by the introduction
of nonnegative slack variables. A logarithmic barrier
function of the slack variables is added to the objective
function, multiplied by a barrier parameter, which is
gradually reduced to zero during the solution process. The
unlimited point algorithm [17] uses a transformation of
the slack and dual variables of the inequality constraints,
converts the OPF problem KKT conditions to a set of
nonlinear equations, thus avoiding the heuristic rules for
barrier parameter reduction required by IP method.
Recent attempts to overcome the limitations of these
mathematical programming approaches include the
application of simulated annealing-type methods [18-19],
and genetic algorithms (GAs) etc., [20-21].

GAs are essentially search algorithm based on mechanics
of nature and natural genetics [22]. They combine
solution evaluation with randomized, structured
exchanges of information between solutions to obtain
optimality. GAs are a robust method because restrictions
on solution space are not made during the process. The
power of GAs stem from its ability to exploit historical
information structures from previous solution guesses in
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an attempt to increase performance of future solutions
[23]. GAs have recently found extensive applications in
solving global optimization searching problem when the
closed form optimization technique cannot be applied.
GAs are parallel and global search techniques that
emulate natural genetic operators. The GA is more likely
to converge toward the global solution because it,
simultaneously, evaluates many points in the parameter
space. It does not need to assume that the search space is
differentiable or continuous [24]. In [25], the Genetic
Algorithm Optimal Power Flow (GAOPF) problem is
solved based on the use of a genetic algorithm load flow,
and to accelerate the concepts, it is proposed to use the
gradient information by the steepest decent method. The
method is not sensitive to the starting points and capable
to determining the global optimum solution to the OPF
for a range of constraints and objective functions. In
Genetic Algorithm approach, the control variables
modeled are generator active power outputs and voltages,
shunt devices, and transformer taps. Branch flow, reactive
generation, and voltage magnitude constraints have
treated as quadratic penalty terms in the GA Fitness
Function (FF). In [21], GA is used to solve the optimal
power dispatch problem for a multi-node auction market.
The GA maximizes the total participants’ welfare, subject
to network flow and transport limitation constraints. The
nodal real and reactive power injections that clear the
market are selected as the problem control variables.

The GAOPF approach overcomes the limitations of the
conventional approaches in the modeling of non-convex
cost functions, discrete control variables, and prohibited
unit-operating zones. However, they do not scale easily to
larger problems, since the solution deteriorates with the
increase of the chromosome length, i.e., the number of
control variables.

In the coming years, power consumption in developing
and transition countries is expected to more than double,
whereas in developed countries, it will increase only for
about 35-40%. In addition, many developing, and
transition countries are facing the problems of
infrastructure investment especially in transmission and
distribution segment due to fewer investments made in the
past. To reduce the gap between transmission capacity
and power demand, the trend is to adopt HVDC
transmission system in the existing AC networks to gain
techno-economical advantages of the investment. In such
scenario, it is obvious to address this trend to design
optimal power flow scheme for a real network system. In
this paper full ac-dc based GAOPF is developed. This
methodology also discussed the redesign of fitness
function by refining penalty scheme for system
constraints to get faster convergence. This avoids the
necessity to perform early load flows as reported in
several literatures [1-3, 9, 22].

After this introduction, section Il presents the ac-dc based
optimal power flow formulation. The Genetic Algorithm
methodology is explained in section I1l. The performance
of AC-DC based GAOPF is assessed and demonstrated
with the IEEE 6-Bus, IEEE14-Bus, IEEE 30-Bus test
systems and a complex and real network power system of

India in section V. Finally, the conclusions are presented
in section V.

1. I1. AC-DC OPTIMAL POWER FLOW
FORMULATION

Problem Formulation:

As has been discussed, the objective function considered
in this paper is to minimize the total generation cost. OPF
formulation consists of three main components: objective
function, equality constraints, and inequality constraints.
The methodology is as follows,

AC System Equations

Let P = (py,......pn) and Q = (qs,......qn) for a n buses
system, where p; and @; be active and reactive power
demands of bus-i, respectively. The variables in power
system operation to be X = (X1,....,xm), such as real and
imaginary parts of each bus voltage. So the operational
problem of a power system for given load (P, Q) can be
formulated as OPF problem [26]

Minimize f(X,P,Q) for X

1)
Subject to S(X,P,Q) =0

)

TX,P,Q <0
@)

Where S (X) = (s1(X, P, Q),....... ,snt (X, P, Q))Tand T (X)
= (tuX, P, Q),....... , (X, P, Q)T have n; and n;

equations respectively, and are column vectors. Here AT
represents the transpose of vector A.

f (X, P, Q) is a scalar, short term operating cost, such as
fuel cost. The generator cost function fj(Pg;)in $MWh

is considered to have cost characteristics represented by,

NG P
f = 2.8 PG; +bj Pgi +Ci
i=1
(4)

Where, Pg; is the real power output; a;j, bj and c;

represents the cost coefficient of the i generator, NG
represents the generation buses,

The various constraints to be satisfied during optimization
are as follows,

(1) Vector of equality constraint such as power flow
balance (i.e. Kirchoff’s laws) is to be represented as:

S(X,P,Q) =0 or

Pgc=Pp+Ppc+Prand Qg =Qp+Qpc+Q
®)

34
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Where suffix D represents the demand, Gis the
generation, DC represents dc terminal and L is the
transmission loss.

(2) The vector, inequality constraints including limits of
all variables i.e. all variables limits and function limits,
such as upper and lower bounds of transmission lines,
generation outputs, stability and security limits may be
represented as,

T(X,P,Q) <0or
(6)

(i) The maximum and minimum real and reactive power
outputs of the generating sources are given by,

min max
ci <Qqi=<Qg;

(")

PE"<Pai<PE™ (i=Gg)and Q
(icGe)

min

Where, PE", pEP are the minimum and maximum real
min

max
Gi ' Qci
are the minimum and maximum reactive power outputs.

power outputs of the generating sources and Q

(ii) Voltage limits (Min/Max) signals the system bus
voltages to remain within a narrow range. These limits
may be denoted by the following constraints,

v <<V d=1,

(8)
Where, Ng represents number of buses.

(iii)) Power flow limits refer to the transmission line’s
thermal or stability limits capable of transmitting
maximum power represented in terms of maximum MVA
flow through the lines and it is expressed by the following
constraints,

PIiN<p; <pT& (£=1,..., Noele)
©)

Where, Noele represents number of transmission lines
connected to grid.

Thus, the operating condition of a combined ac-dc electric
power system is described by the vector,

X =[8,V, Xc,Xd]t
(10)

Where, 6 and V are the vectors of the phases and
magnitude of the phasor bus voltages; x, is the vector of

control variables and x4 is the vector of dc variables.
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DC System Equations

The following relationship is for the dc variables. Using
the per unit system [27], the average value of the dc
voltage of a converter connected to bus ‘i’ is

Vdgi=aiVicosai—ral di
(11)

Where, ¢ is the gating delay angle for rectifier operation
or the extinction advance angle for inverter operation;
is the commutation resistance, and g; is the converter
transformer tap setting.

By assuming a lossless converter, the equation of the dc
voltage is given by,

Vdi=aiVicose;
(12)

Where, @; = §i-&, and @ is the angle by which the

fundamental line current lags the line-to-neutral source
voltage.

The real power flowing in or out of the dc network at
terminal ‘i’ can be expressed as,

Pgi=ViliCosg; or Pgi =Vl

(13)

The reactive power flow into the dc terminal is

Qg =Vilising; or Qu=V;al;sing,
(14)

The equations (13) - (14) can be substituted into the
equation (5) to form part of the equality constraints.

Based on these relationships, the operating condition of
the dc system can be described by the vector,

xd=[\/d,ld,a,cosa,¢]t
(15)

The dc currents and voltages are related by the dc network
equations. As in the ac case, a reference bus is specified
for each separate dc system; usually the bus of the voltage
controlling dc terminal operating under constant voltage
(or constant angle) control is chosen as the reference bus
for that dc network equation.

Here (1) — (3) are an OPF problem for the demand (P, Q).
There are many efficient approaches which can be used to
get an optimal solution such as linear programming,
Newton method, quadratic programming, nonlinear
programming, interior point method, artificial
intelligence (i.e. artificial neural network, fuzzy logic,
genetic algorithm, evolutionary programming, ant colony
optimization and particle swarm optimization etc.)
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methods [26, 28].

M. I1l. GENETIC ALGORITHM IN OPTIMAL
POWER FLOW PROBLEM

3.1 Genetic Algorithms

GAs operates on a population of candidate solutions
encoded to finite bit string called chromosome. To attain
optimality, each chromosome exchanges the information
using operators borrowed from natural genetics to
produce the better solution. GAs differs from other
optimization and search procedures in four ways [24]:
firstly, it works with a coding of the parameter set, not the
parameters themselves. Therefore, GAs can easily handle
integer or discrete variables. Secondly, it searches within
a population of points, not a single point. Therefore, GAs
can provide a globally optimal solution. Thirdly, GAs use
only objective function information, not derivatives or
another auxiliary knowledge. Therefore, it can deal with
the non-smooth, non-continuous and non-differentiable
functions that exist in a practical optimization problem.
Finally, GAs use probabilistic transition rules, not
deterministic rules, Although GAs seem to be a good
method to solve optimization problems, sometimes the
solution obtained from GAs is only a near global optimum
solution.

3.2 GA applied to Optimal Power Flow

A simple Genetic Algorithm is an iterative procedure,
which maintains a constant size population of candidate
solutions. During each iteration step, (generation) three
genetic operators (reproduction, crossover, and mutation)
are performing to generate new populations (offspring),
and the chromosomes of the new populations have
evaluated via the value of the fitness, which is related to
cost function. Based on these genetic operators and the
evaluations, the better new populations of candidate
solution are formed. If the search goal has not been
achieved, again GA creates offspring strings through
above three operators and the process is continued until
the search goal is achieved. This paper now describes the
details in employing the simple GA to solve the optimal
power flow problem.

3.2.1 Coding and Decoding of Chromosome

GAs performs with a population of binary string instead
the parameters themselves. This study used binary
coding. Here the active generation power set of n-bus
system (PGi, PGy, PGs, ....PG, ) would be coded as

binary string (0 and 1) with length Ly, Lo, ...... ,Ln. Each
parameter PGi has upper bound bi(pg?x)and lower
bound g; (pg:“) . The choice of Ly, Lo, ...... , Ln for the

parameters is concerned with the resolution specified by
the designer in the search space. In this method, the bit
length B; and the corresponding resolution R; is associated

by,

_bhi—a;
_2Li_1

Ri
(16)

This transforms the PG; set into a binary string called
chromosome with length 2L; and then the search space
has to be explored. The first step of any GA is to generate
the initial population. A binary string of length L is
associated to each member (individual) of the population.
This string usually represents a solution of the problem.
A sampling of this initial population creates an
intermediate population.

3.2.2 Genetic Operator: Crossover

It is the primary genetic operator, which explores new
regions in the search space. Crossover is responsible for
the structure recombination (information exchange
between mating chromosomes) and the convergence
speed of the GA and is usually applied with high
probability (0.5 — 0.9). The chromosomes of the two
parents selected have combined to form new
chromosomes that inherit segments of information stored
in parent chromosomes. The strings to be crossed have
been selected according to their scores using the roulette
wheel [24]. Thus, the strings with larger scores have more
chances to be mixed with other strings because all the
copies in the roulette have the same probability to select.
Many crossover schemes, such as single point, multipoint,
or uniform crossover have been proposed in the literature.
A single point crossover [1] has been used in our study.

3.2.3 Genetic Operator: Mutation

Mutation is used both to avoid premature convergence of
the population (which may cause convergence to a local,
rather than global, optimum) and to fine-tune the
solutions. The mutation operator has defined by a random
bit value change in a chosen string with a low probability
of such change. In this study, the mutation operator has
been applied with a relatively small probability (0.0001-
0.001) to every bhit of the chromosome. A sample
mutation process has shown as below.

After

0110 0101011001001100 00111110
S e o o .
mﬁfatl on

Pei P2 Pcs Pes Pos Pes Po7

01100101 011001001110 00111110
[ Rt R e vl vt f winprhar’}
Pci Pc2 Pes Pesa Pes Pes Par7

3.2.4 Genetic Operator: Reproduction

Reproduction is based on the principle of survival of the
fittest. It is an operator that obtains a fixed number of
copies of solutions according to their fitness value. If the
score increases, then the number of copies increases too.
A score value is associated with a given solution
according to its distance from the optimal solution (closer
distances to the optimal solution mean higher scores).

36
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3.2.5 Fitness of Candidate Solutions and Cost
Function

The cost function has defined as:

NG )
f = 2aiPg +biPai+cis PE"<Pg < PE
=
(18)

To minimize F(x) is equivalent to getting a maximum
fitness value in the searching process. A chromosome that
has lower cost function should be assigned a larger fitness
value. The objective of OPF has to be changed to the
maximization of fitness to be used in the simulated
roulette wheel. The fitness function is used [3] as follows:

C

FitnessFurction(FF) = G N
2 Fi(Pei) + X w;*Penalty
i=1 i=1

(19)

Penalty =h; (x,t)].H (h; (x.1))
(20)

Where C is the constant; F;(Pg;) is cost characteristics
of the generator i; wj is weighting factor of equality and

inequality constraints j; Penalt)ﬁ is the penalty function
for equality and inequality constraints j; hj(xt) is the

violation of the equality and inequality constraints if
positive; H (.) is the Heaviside (step) function; N is the
number of equality and inequality constraints.

The fitness function has been programmed in Matlab in
such a way that it should firstly satisfy all inequality
constraints by heavily penalizing if they have been
violated. Then the equality constraints are satisfied by less
heavily penalizing for any violation. Here this penalty
weight is not the price of power. Instead, the weight is a
coefficient set large enough to prevent the algorithm from
converging to an illegal solution. Then the GA tries to
generate better offspring to improve the fitness. Using
these components, a standard GA procedure for solving
the OPF problem is shown in Fig.1.

00100011001

Require next one
01111000001
10100111111

? h 4

Coding GA Operator
Reproduction- Crossover-
Mutation

e o,
F=T 0P bi Pt

o Compute Fitness Function

Fig.1: Flowchart of a Simple Genetic Algorithm for OPF

V. IV. EXAMPLE, SIMULATION AND
RESULTS

4.1 IEEE-6 Bus System

The performance of the proposed methodology has been
assessed through the results obtained for IEEE-6 Bus
system (Fig. 2) with 7 circuits and 2 generators. A dc link
has been connected between bus 1 and bus 5. The ratings
of the converter at buses 1 and 5 were 1.0 p.u. The voltage
values for all buses are bounded between 0.95 and 1.05.
The fuel cost function for generators is expressed as

(f; =aj P& +bj Pgi+¢j) in ($MWh) and demand at
various buses are as shown in table A2. All the values
have indicated in Per Unit (PU). The results obtained for

best and worst GAOPF solution and that for traditional
OPF have been shown in Table 1.

f

Fig.2: One line diagram of IEEE-6Bus System

Table 1: GAOPF results and Comparison with Traditional

OPF Method
GAOPF
Newton
B | Best Solution Wor_st Method
u Solution
s C c C
Vo | P Sf Vo | P Sto Vo | P Sto
N | Ita Ita Ita
e e | ® e || @
ARy ARy ARy
® |u ® |u ® |u
Wh Wh Wh
u) | ) u) | ) u) |)
) ) )
L |09 (i 26. |09 | 0. | 138 | 1.0 (i 25,
9 67 | 7 | 7] .09| 0 73
4 6
, |10 % 56 |09 |0 | 47. | 09 % 6.5
2 a4 |7 |3|70|5|,]|8
5 | 10 1.0 0.9
0 4 6
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1.0 p.u. The voltage values for all buses have been
4 1.0 0.9 1.0 bounded between 0.95 and 1.05. All the values have been
1 6 5 indicated by p.u. The results obtained with given
methodology are shown in Table 2.
5 0.9 1.0 1.0
7 3 2
()] = ()]
5 | 09 1.0 1.0 [ 17 ’ 1
9 3 4
1 1
0 0. ® .
32. 1. | 185 33. + . ?\?
Total % 31 0 | .79 (2) 83 - SE
ey
; L r———
T {
The best GAOPF solution gives the improved bus voltage l i 11 | "T"m 2 1
profile and lower total cost of generation as compared to 12
traditional i.e Newton’s OPF method. L
4.2 |EEE-14 Bus System 1 i3 1]

The performance of the proposed methodology has been
assessed through the results obtained with the well-known
IEEE-14 Bus (Fig.3) with 18 circuits and 4 generators.
The generator and circuit data have been given in
Appendix-B. A dc link is connected between bus 1 and
bus 14. The ratings of the converter at buses 1 and 14 were

Fig. 3: One Line diagram of IEEE-14 Bus System
Table 2: GAOPF results and Comparison with

Traditional OPF Method

GAOPF
Newton Method

Bus | Best Solution Worst Solution
No. | Voltage | P Cost Voltage | P Cost Voltage | P Cost

(PY) (PYU) | (3/MWh) | (PU) (PU) | ($/MWh) | (PU) (PY) | ($/MWh)
1 0.98 1.02 0.99
2 0.99 0.70 | 68.47 1.00 0.92 | 120.01 0.98 0.86 | 90.94
3 1.01 0.75 | 60.34 0.97 0.92 | 180.20 0.97 0.72 | 90.46
4 0.96 0.96 0.96
5 0.97 0.99 0.96
6 0.99 0.55 | 102.6 0.99 0.87 | 85.51 1.02 0.66 | 89.87
7 1.02 0.98 0.97
8 0.99 0.70 | 118.6 1.01 0.75 | 120.91 1.02 0.64 | 88.40
9 0.98 0.98 0.95
10 0.97 0.95 0.96
11 1.01 1.01 0.99
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12 1 0.98 0.95 1.00
13 | 1.03 0.99 0.99
14 | 0.97 1.02 0.95
Total 2.70 | 350.01 3.46 | 506.63 2.88 | 359.67

The voltage at several buses obtained by GAOPF best
solution has shown improvement as compared to the
Newton method. In addition, total cost of generation
obtained by GAOPF best solution is low.

4.3 IEEE-30 Bus System

This system consists of 6 generators and 43 transmission
lines as shown in Fig. 4. A dc link connected between bus
1 and bus 28. The ratings of the converter at buses 1 and
28 were 1.0 p.u. The upper and lower bounds (reactive
power) for all generators are -0.4 < Qg;<0.4. The voltage

values for all buses have bounded between 0.95 and 1.05.
The fuel cost function for generators is expressed as

(fi=ajP&;+bjPgi+Cj) in ($/MWh). For this system

there are 2 x 24 equality constraints of S corresponding
with their respective real and reactive power balances of
the buses without a generator, and about 72 inequality
constraints of T corresponding to 30 pairs of voltage, 2 x
6 pairs of generation output and one pair of line flow
upper and lower bounds respectively. Table 3 indicates
the results for GAOPF best and worst solutions and for
Newton method.

Fig. 4: One line diagram of modified IEEE-30 Bus
system.

Table 3: GAOPF results and Comparison with Traditional

OPF Method
GAOPF
Bus Best Solution Worst Solution Newton Method
No. | Voltage P Cost Voltage P Cost Voltage P Cost
(PU) (PU) | ($/MWh) (PU) (PU) | ($/MWh) (PU) (PY) | ($/MWh)
1 1.00 0.35 9.77 0.99 1.67 30.40 1.00 0.37 10.55
2 0.99 0.23 7.97 1.00 1.06 21.33 0.99 0.10 6.53
3 0.96 0.98 0.99
4 0.98 0.96 0.98
5 1.01 0.21 8.13 1.02 1.40 26.41 0.99 0.10 6.52
6 0.99 1.00 0.97
7 0.98 0.95 0.98
8 0.96 0.21 8.15 0.99 0.57 16.02 1.03 0.10 6.93
9 0.96 1.01 0.99
10 1.01 1.02 1.02
11 0.99 0.15 8.40 1.00 0.54 13.07 1.01 0.46 11.87
12 1.01 0.95 1.00
13 0.99 0.08 6.12 1.01 0.56 15.64 1.01 0.10 6.90
14 0.97 0.96 0.99
15 1.00 1.00 0.99
16 0.98 0.97 1.00
17 0.99 0.96 1.00
18 0.99 1.01 0.99
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19 1.01 0.98 0.99
20 0.97 1.01 1.03
21 0.98 0.97 0.99
22 0.99 0.99 0.98
23 0.99 1.01 0.99
24 1.01 1.01 1.02
25 0.98 0.97 1.03
26 0.99 1.01 1.02
27 0.98 0.97 1.05
28 0.99 0.95 0.99
29 1.01 0.98 1.05
30 0.99 0.98. 1.05
Total 1.23 48.54 5.8 122.88 1.23 49.30
Results indicates that the voltage profile at few buses have IEEE-6 | IEEE- IEEE-
improved for best GAOPF solution as compared to | SN | Parameters Bus 14 Bus | 30 Bus
Newton’s OPF method. In addition, total cost of System | System | System
generation by best GAOPF is marginally low as compared
to Newton’s OPF method. Initial
1 Population 210 210 520
V. V.PERFORMANCE EVALUATION
No. of
The performance evaluation of AC-DC based GAOPF 2 iterations 80 120 150
and traditional OPF method has been tested with
reference to parameters given in Table 4 and in Table 5. Probability of
Newton’s method takes less iterations to perform the OPF 3 crossover 0.5 05 0.5-0.9
for the test system and real network mentioned in Table
4. The program execution time depends on the equality Probability of 0.0001-
and inequality constraints handled by the methodology. | 4 mutation 0.001 0.001 0.001
The advantage of Newton’s method is that the OPF results
are obtained in one run only. The performance parameters Execution
for GA based AC-DC OPF for various test system and 5 Time (Sec.) 90 120 825
real networks are shown in Table 5. However, program
execution time varies from smaller system to larger N
. . - 0. of Runs
system and it depends on the number of iterations 6
. A . (for best 4 15 19
assigned initially to obtain the best OPF results. Soln.)
Table 4: Newton’s Parameters/performance for Best VI, V1. CONCLUSION

Optimal Power Flow

IEEE-6 IEEE- IEEE-
sN | Parameters Bus 14 Bus 30 Bus
System | System | System
1 _No. of 9 43 58
iterations
2 E_xecutlon 8 sec. 20 sec. 40 sec.
Time (sec.)
3 No. of Runs 1 1 1

Table 5: GA Parameters/performance for Best Optimal

Power Flow

Recently, many developing and transition countries are
facing the problems of transmission and distribution
infrastructure due to inadequate investments incurred in
the past. To reduce the gap between transmission capacity
and power demand, trend is to adopt HVDC transmission
system in the existing AC networks to gain techno-
economical advantages of the investment.

This study proposes an AC-DC based GA optimal power
flow solution which may be applied to different size
power systems. This method also employs its techno-
commercial advantage over the traditional method of
optimal power flow. The GAOPF method avoids early
load flow as reported in other published literatures.
Finally, the result obtained by this scheme is quite
comparable with the traditional OPF methodology.
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Abstract — The stock market is seeing elevated activities and
is progressively acquiring significance over the population.
In the ongoing setting of globalization and the ensuing
coordination of the worldwide markets, this paper catches
similarities, patterns in the activities and the impact of US
stock markets on the Indian Stock Market. Five years of
data from 2015 to 2019 of National Association of Securities
Dealers Automated Quotations (NASDAQ), National stock
exchange FIFTY (NIFTY) was taken into consideration for
analysis. In this work, an attempt is made to predict the
development of the stock market. Different algorithms were
used to check which one gives the most accurate prediction
results. Machine Learning algorithms such as Decision tree
and Random Forest are used and the results of both were
compared.

Keywords: Stock Market, Comparative Analysis, Statistical
analysis, Efficiency Test.

I INTRODUCTION

Stock market price data is generated in huge volume, and
it changes every second. Stock market is a complex and
challenging system where people will either gain money
or lose their entire life savings. In this work, an attempt is
made for prediction of stock market trends. Supervised
machine learning algorithms are used to build the models.
Financial decisions to buy or sell an instrument may be
made by the traders by choosing the effective predictive
model. Successful prediction of Stock Market Index
movements may be beneficial for investors. As part of the
daily prediction model, historical prices are combined
with sentiments. Up to 70% of accuracy is observed using
supervised machine learning algorithms on daily
prediction models. Monthly prediction model tries to
evaluate whether there is any similarity between any two
months' trend. Evaluation proves that the trend of one
month is least correlated with the trend of another month.
Various factors affect stock market prices, here, an effort
is made to analyze how US stock markets and their
changes can and possibly do affect the Indian Stock
Market. Different Machine Learning algorithms are used
to get an idea about not only the factors affecting the stock
market, but also which algorithm gives better and more
accurate results.

daily data from the Dow Jones from 1 October 1928 to

31 January 2009, and daily data from the SENSEX during
1st July 1997 to 31st January 2009 to investigate the
relationship between USA and Indian stock markets. To
determine the relevant Hurst exponents, the Finite
Variance Scaling Method, a type of scaling, is used to

. II.LITERATURE SURVEY

AVINASH POKHRIYAL et al [1] proposed a method
wherein the Multiple Linear Regression and neural

networks is carried out to the investor’s economic choice
making to make investments all type of stocks no matter
the high / low index of the scripts, in a continuous time
framework. The proposed framework has been examined
with stock information received from the Asian Stock
Market Database. Finally, the design, implementation and
overall performance of the proposed multiple regression
and neural network model are described. technique offers
two key explanatory variables for bank performance and
clearly and simply illustrates the impact of the
contributing components. The approach has several
drawbacks because its fundamental assumptions are
always broken when real data is involved. Biased results
are also produced by outliers. Data transformation, robust
regression and ridge regression is one of the corrective
actions to be implemented. This calls for the necessity of
comprehending more statistical methods, which was
outside the purview of this work. An artificial neural
network uses inputs to produce results that are extremely
accurate. The method increases its performance with
many examples.

K.J SANDEEP et al [2] made a correlation analysis
which focused on for very short term period that is from

10th November to 20th November of 2014, the variables
of Asian and European countries were extracted by Indian
opening time 9:15 from Asian countries previous day
closing prices, European countries were opening

12:30 to 12:40. Estimates indicated that Japan, Singapore,
European markets were impacting nifty, partial
correlation indicated that all the countries that were
selected had slightly to strong correlation. This
investigation showed that the Singapore and Nifty are
significantly influencing the Nifty opening. European

markets were having an impact on nifty movement

during the afternoon hours period. The volatility of the
Indian market is also influenced by openings of selected
Asian European markets on nifty.

K. MOFAZZAL HOSSAIN et al [3] presented a study
which wherein they examined daily data from the
NASDAQ from 5 February 1971 to 31 January 2009
process these three-time series. According to the study, all
three series display anti-persistent behavior (short-
memory process). It is interesting to note that the related
Hurst exponent values do not considerably differ from one
another.

RAJIV KUMAR et al [4] suggest that India's financial
area isn't profoundly coordinated with the worldwide
financial framework, which saved it from the main round
not favorable impacts of the worldwide financial crisis
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and left Indian banks generally unaffected. In any case, as
the financial crisis transformed into an all-out worldwide
economic slump, India couldn't get away from the
subsequent round impacts. The worldwide crisis has
impacted India through three channels: financial markets,
exchange streams, and trade rates. The inversion in capital
inflows, which made a credit smash in homegrown
markets alongside a serious disintegration in trade
interest, added to the downfall of GDP by multiple rates
in the fiscal year 2008-2009. In accordance with
endeavors taken by governments and national banks from
one side of the planetto the other, the public authority
and the Reserve Bank of India went to forceful
countercyclical lengths, strongly loosening up financial
strategy and acquainting a fiscal improvement with
support homegrown interest.

JANAK RAJ et al [5] provides and acknowledges the
national stock markets have arisen as the significant
channel for financial integration of developing business
sector economies during globalization, liberation, and
advances in information technology. Among the elements
adding to developing financial integration are a fast
expansion in the crossline versatility of private capital
inflows because of investors looking for portfolio
enhancement and improved vyields, a developing
dependence of countries on the reserve funds of different
countries, and a change in the influence of organizations
from debt-to-equity finance. It is by and large apparent
that financial integration can be related with a few
advantages, including improvement of markets and
organizations and powerful cost disclosure, prompting
higher reserve funds, speculation, and economic
advancement.

CHARLES K. AYO et al [6] stock price prediction is an
important topic in finance and economics which has
spurred the interest of researchers over the years to
develop better predictive models. The autoregressive
integrated moving average (ARIMA) models have been
explored in literature for time series prediction. This paper
presents an extensive process of building stock price
predictive models using the ARIMA model.

YAZEED ALSUBAIE et al [7] study shows that stock
market forecasting using technical pointers (TIs) is
universally applied by investors and researchers. Utilizing
an insignificant number of info highlights is essential for
fruitful prediction. Be that as it may, there is no agreement
about what comprises a reasonable assortment of Tls. The
selection of Tls reasonable for a given forecasting model
remains part of an area of dynamic research. This study
presents a point-by-point examination of the choice of a
negligible number of pertinent TIs determined to
increment precision, diminishing misclassification cost,
and further developing venture return. Fifty universally
used TIs were positioned utilizing five different element
determination methods. Tests were led utilizing nine
classifiers, with a few element choice methods and
different options for the quantity of Tls. A proposed cost-
touchy calibrated naive Bayes classifier figured out how
to accomplish preferable in general venture execution
over different classifiers. Tests were directed on datasets
consisting of everyday time series of 99 stocks and the

TASI market record.

TROY J. STRADER et al [8] proposed a systematic
literature review methodology to identify applicable peer-
reviewed journal articles from the past twenty years and
bundle studies containing similar methods and contexts.
Four categories that emerged were: artificial neural
network studies, support vector machine studies, studies
using genetic algorithms combined with other techniques,
and studies using hybrid or other artificial intelligence
approaches. Results showed that Artificial neural
networks are best suited for predicting numerical stock
market index values. Support vector machines are more
suited for predicting whether the forecast is to rise or fall.
Financial funding concept desires to be a stronger driving
force underlying the ML structures’ inputs, algorithms,
and performance measures.

POLAMURI SUBBA RAO et al [9] studies different
prediction techniques and their advantages when it comes
to the stock market. The two general methods for stock
prediction: Fundamental Analysis and Technical Analysis
are studied, and technical analysis is preferred over
fundamental analysis. Different prediction techniques
included: Holt-Winters, Artificial Neural Network,
Hidden Markov

Model, ARIMA Model, Time Series Linear Model,
Recurrent Neural Networks. They concluded that to
improve the prediction of the results of stock, combining
two or more methods to construct a novel approach
method would be efficient

ERNEST KWAME AMPOMAH et al [10] proposes the
ability of Gaussian Naive Bayes ML algorithm to predict
stock price movement. It has not been explored properly
in the existing literature, Thus, the performance of GNB
algorithm when combined with different feature scaling
and feature extraction techniques, evaluated using F1-
Score, specificity and AUC evaluation metrics showed
that using scaling techniques alongside GNB provided
much better results than the ones produced on combining
either feature scaling technique or GNB algorithm and
feature extraction technique except for GNB_LDA.

MEHTABHORN OBTHONG et al [11] illustrates that
while  many stocks are traded on a stock exchange,
different factors influence the decision-making.
Moreover, the behavior of stock prices is very difficult
and challenging  to predict. In addition to historical
prices, other factors could also affect stock prices such as
politics, economic growth, finance-related news, and
social media.

SAMPAT PATIL et al [12] in this study used data from
global financial markets with machine learning
algorithms to predict stock movements. SVM is used
primarily in this study as it does not have the problem of
overfitting and works well with large data. Correlation
analysis proves strong relations between the Market index
and global markets that close before or at the very
beginning of the trading cycle. The model also had high
profits on some benchmarks.

ARGYRIOS KETSETIS et at [13] states the SLR made
obvious that the research community clearly preferred
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LSTMs over alternative DL techniques, following the
lead of studies in other markets. As just two of the
publications used text mining for data extraction, it is also
crucial to note that the European stock market- related
papers have not widely used text mining techniques from
diverse sources to apply sentiment analysis to the
forecasts. In these papers, the training and testing times
range from 3 monthsto 26 years. The difference in data
frequency employed in those articles can be used to
explain the discrepancy in the duration of time.

1. PROPOSED WORK

The Indian stock market holds a crucial value in the
world’s economy. Integration and influence of global
markets on Indian markets need to be studied for investors
to get a better understanding and for their benefits.

In Order to analyze the variation in the Indian markets, the
goal of this paper is to identify the trends of the global
markets and how it affects the Indian economy.

A. Objective

1. To identify impact of US economy on Indian
Market

2. To compare different models under Machine
Learning.

The historical data of Nasdaq and Nifty Index was
downloaded from the website “yahoofianance.com”
which is openly accessible, in CSV (Comma Separated
Value) format. The available attributes in the historical
data were S.No, Open, High, Low, Close and Date. S.No
and Date attributes were skipped as these attributes are not
important for prediction. As shown in the Open, High, and
Low attributes are selected as features and Close attribute
is selected as target because it is to be predicted.

To detect outliers in the dataset, box plots for both the
datasets were visualized and are shown in ‘Fig 1.” and

‘Fig 2.” respectively.
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Fig. 2. Box plot for NIFTY

The research data used in this study is the direction of
daily closing price movement in the Nifty and NASDAQ
Index. The entire data set covers the period from January

1, 2015, to December 30, 2019.

Feature extraction is very important as wrong selection of
features can result in wrong predictions.

Fig. 3. Graph of Closing Price of Nasdaq

Fig. 4. Graph of Closing Price of Nifty

The above figure shows the graph of the Closing column
of Nifty and Nasdaq’s data . The closing price is also
plotted to get an overview about how the trend is
throughout the years.

Table 1. NIFTY and NASDAQ Error validation.

Stoc
k

Error
Validation
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Training R-squared: 1.0

Training Explained Variation: 1.0
Training MAPE: 0.72

Training Mean Squared Error: 3979.81
Training RMSE: 63.09

Training MAE: 43.53

Validation R-squared: 0.89

Nasdag

Validation Explained Variation: 0.89
Validation MAPE: 0.77

Validation Mean Squared Error:
3979.81

Training R-squared: 1.0
Training Explained Variation: 1.0
Training MAPE: 0.63
Training Mean Squared Error: 5981.98
Training RMSE: 77.34
Training MAE: 58.38
Validation R-squared: 0.92

Nifty

Validation Explained Variation: 0.92
Validation MAPE: 0.72

Validation Mean Squared Error:
5981.98

B. Methodology

Under machine learning, two models were implemented
i.e., Decision tree and Linear Regression.

The Linear Regression model was used for the dataset in
the early phase as it is a useful measure for technical and
quantitative analysis in global markets. It analyzes two
separate variables in order to define a single relationship.
Plotting stock prices along a normal distribution—Dbell
curve—can allow traders to see when a stock is
overbought or oversold. For this model, 88% of data was
selected for training,10% of data for validation and the
remaining 2% for testing.

N ® Dota .

w— Lincar Regression

10

8

0 2 4 6 8 10

Fig. 5. Diagram of Linear Regression

Decision trees are important tools that work based on
flowchart-like structures that are mostly used. Each
interior node of the decision tree specifies a condition or
"test". Attributes and branches are based on test
conditions and results

Finally, a leaf knot has a class label which is obtained after
calculating all attributes. distance from root to leaf
represents a classification rule. The amazing thing is that
it can work with categories and subordinate’s variables.
They are excellent at identifying the most important
variables and show the relationships between variables
very well. It is important for creating new variables and
functions. It is useful for data exploration and predicts
target variables efficiently.

'
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Fig. 6. Diagram of Decision Tree
V. RESULTS

The below figure represents the difference and variation
in stocks between Nifty and Nasdaq for the time period of
2015 to 2019. The trends and fluctuation can be seen from
the graph and helps get a better understanding of how
Nifty’s stock rises and falls in comparison to Nasdaq’s.
Prediction done below is done using Linear Regression.
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Fig. 10. Prediction Graph for Nifty (Decision Tree)

The above figure represents the predicted value of stocks
for a month. The predicted trend is represented in green
while the original data set is represented in blue.
Prediction is done using Decision tree algorithm.

Table 1. NASDAQ predicted values (May-June 2019).

Index Actual Predicted LR | Predicted DT
0 7567.72 7545.31 7520.84
1 7453.14 7572.68 7439.65
2 7333.02 7454.75 7395.71
3 7527.12 7337.67 7512.63
4 7575.47 7515.42 7480.72
5 7615.54 7574.34 7609.19
6 7742.10 7614.47 7666.80
7 7823.16 7739.76 7808.75
8 7822.56 7828.70 7849.27
9 7792.72 7831.60 7707.50
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10 7837.12 7796.64 7795.81

Table 2. NIFTY predicted values (May -June 2019).

Index Actual Predicted Predicted
DT

0 11924.75 11845.33 11898.67
1 11928.75 11934.65 11921.07
2 11861.09 11939.06 11870.71
3 11945.90 11864.65 11909.07
4 11922.79 11966.46 11939.41
5 12088.54 11920.13 11971.06
6 12021.65 12098.29 12084.84
7 11843.75 12028.47 11913.95
11870.65 11839.14 11845.03

9 11922.70 11863.44 11955.89
10 11965.59 11924.97 11970.16

V. CONCLUSION

Prediction of the movements of the stock market index is
very important for developing effective market trading
strategies. This empirical study attempted to predict the
direction of the various stocks and identify the trends and
patterns associated with them. The task of predicting the
movements of the Stock Market Index is highly
complicated and very difficult. This empirical study
attempted to predict the direction of the Nasdaq stock.
This empirical study used around 5 years of historical
data, which is good for machine learning because in such
a long period many bull and bear phases of stock market
were included.

After all the inclusions of results, applied Machine
Learning algorithms. We conclude that Decision Tree and
Random Forest Regressor are the best regression
algorithms after comparing the results. It is concluded that
the Global market affects the Indian markets in a huge
way. The algorithms and systems which are traditional
systems may not efficiently solve problems associated
with this huge amount of data and may lead to the systems
running very slowly and cannot yield the best and
accurate result of prediction. But with the help of the
Python environment, we can handle large data very
efficiently without alternating the methods in the existing
procedures.

VI. FUTURE WORK

Future work can be proceeded using deep learning
algorithms like RNN, LSTM as further implementation of
this work to check with comparative analysis of machine
learning vs deep learning techniques.

References

[1] Avinash Pokhriyal, Lavneet Singh, Savleen Singh, “Comparative
Analysis of Impact of Various Global Stock Markets and



IC-ICN 2023

Determinants on Indian Stock Market Performance - A Case
Study Using Multiple Linear Regression and Neural Networks”,
International Conference on Information Intelligence, Systems,
Technology and Management, March 2011, DOI:10.1007/978-
3-642-19423-8_29.

[2] K. J Sandeep, Y.S.V.N.Avinash, V. Sri Ram Datta, N.Mani Deep,
“A Study Of Global Markets Impact On Nifty ”, IRJA-Indian
Research Journal, Volume: 11, Series: 1. Issue: January, 2015.

[3] K. Mofazzal Hossain, Dipendra N Ghosh, Koushik Ghosh,
“Relationship Between Usa And Indian Stock Markets: A Time
Series Analysis”, DST Third National Conference On
Uncertainty: A Mathematical Approach January 2009.

[4] Rajiv Kumar, Vashisht Pankaj,“The Global Economic Crisis:
Impact on India and Policy Responses”, ADBI Working Paper,
No. 164 November 2009.

[5] Janak Raj, Sarat Dhal “Integration of India’s stock market with
global and major regional markets”, BIS Papers No 42, pp. 202-
236, January 2008.

[6] Adebiyi A. Ariyo, Adewumi O. Adewumi,Charles K. “Stock price
prediction using the ARIMA model.”, (2014)

[7] Yazeed Alsubaie, Khalil El Hindi, Hussain Alsalman “Cost-
Sensitive Prediction of Stock Price Direction: Selection
ofTechnical Indicators”, IEEE Access (Volume: 7)Pages: 146876
-146892 (2019)

48

[8] Troy J. Strader, John J. Rozycki, Thomas H. Root, Yu-Hsiang
(John) Huang, “Machine Learning Stock Market Prediction
Studies: Review and Research Directions”, Volume 28, Issue 4,
Article 3 (2020)

[9] Polamuri Subba Rao, K. Srinivas, and A. Krishna Mohan “A
Survey on Stock Market Prediction Using Machine Learning
Techniques” ICDSMLA 2019 (pp.923-931) (2020)

[10] Ernest Kwame Ampomah, Gabriel Nyame, Zhiguang Qin,
Prince Clement Addo, “Stock Market Prediction with Gaussian
Naive Bayes Machine Learning Algorithm”, Article in
Informatica - June (2021)

[11]Mehtabhorn Obthong Mehtabhorn, Tantisantiwong,
Nongnuch, Jeamwatthanachai, Watthanasak and Wills, “A
Survey on Machine Learning for Stock Price Prediction:
Algorithms and Techniques” 05 - 06 May 2020. pp. 63-71,
(2020)

[12] Sampat Patil, Patil, K. Patidar, Megha Jain” Stock
MarketPrediction Using SVM”, (2016)

[13] Argyrios Ketsetis, Christos Kourounisl, Georgios Spanosi,
Konstantinos M. Giannoutakisl, Pavlos Pavlidis2, Dimitris
Vazakidis2, Theofanis Champeris3, Dimitris Thomas3,
Dimitrios Tzovarasl “Deep Learning Techniques for Stock
Market Prediction in the European Union”, (2020)



Traffic Sign Recognition and Maintenance

Krutish Bhandari, Praveer Dwivedi, Rahul Khokale, Sourabh Jamdar
Thakur College of Engineering and Technology Mumbai, India
bkrutish@gmail.com, praveerdwivedi@gmail.com, rahul.khokale@thakureducation.org, sourabhjamdarl@gmail.com

Abstract—In this coming age of Artificial Intelligence and
Machine Learning (Al & ML), automation along with
safety is the top priority and a major concern to the people.
We need accurate signs and symbols for maximum
safety on roads which can be achieved with the power of
machine learning and computational intelligence.
Sometimes these symbols or signals are broken and
unrecognizable. These signs need to be maintained for the
safety of the mass. We have compared two approaches and
tested two models that classify signs and detect broken signs
that need maintenance. The model is trained on a dataset
which consists of cropped images of the traffic signs for
model training and testing. A Convolutional Neural
Network (CNN) is used for classification and it is successful
in determining whether traffic signs need maintenance
or not. Between the compared approaches, the approach
of only two classes of damaged and undamaged signs
displayed worse results compared to the approach of
having one broken sign class among multiple classes of
different unbroken signs. Any car with a dashcam and this
system can pick up on a broken

system automates the recognition of broken traffic signs
for maintenance. This eliminates the need for an
additional manual workforce and minimizes sign
breakdown time for safer roads.

Keywords—Traffic, sign, recognition, maintenance, broken,
dash-cam.

. INTRODUCTION
A. Motivation

In today’s day and age where vehicles on the road are
increasing tremendously in number and are getting
faster and more dangerous, road safety has become a
genuine issue. Even though traffic rules are made strict
and people are taking traffic signals more seriously than
ever, traffic signs are a different case. Many times these
traffic signs are not followed because of several reasons,
one of which is that they are not visible to the vehicle
driver itself. These traffic signs are not properly
maintained or are vandalized by the local people by
sticking advertisements or are made unrecognizable
through other means such as paint sprays or spit. Traffic
signs themselves also get old or rusted with time or
their paint fades away which makes them
unreadable. In some rare cases, the traffic sign is
completely or partially broken. All these traffic signs
require maintenance and we must make the concerned
authorities aware of such issues.

To address this issue we have proposed and tested a
Machine Learning (ML) model using Convolutional
Neural Network (CNN) to recognize and identify
broken traffic signs. Our proposed system captures live
video from the dashcam of the vehicle and classifies the
detected signs if they need maintenance/broken or not. If
such a sign is identified, an email with the location and
image of the sign will be sent to the concerned
authorities so that they can take the appropriate actions
at the earliest. The main objective of this research is to

automate the maintenance of traffic signs which are
many times not taken seriously and ignored, even though
they are very essential for the safety of people on the
road, drivers and vehicles.

B. Difficulties

° No Dataset is available for damaged signs: One
of the biggest difficulties was finding a proper
database for the research and model creation. Even after
several hours of browsing the internet in search of a
database, it was not found. This proved that there was
no database or a dataset available of

this research. The absence of an online database meant
that we had to create our database for broken signs. This
included going out in the world in search of such
signs which is a time-consuming and thus an
infeasible process. The other option was gathering
images from the World Wide Web (WWW). The main
problem with gathering images from the internet was
that the internet was confusing traffic signs with traffic
lights. It also mostly displayed fallen traffic signs where
the pole of the sign is broken rather than the actual sign
itself.

° Simulate damaged signs: Since no data
were available on the internet and finding images on the
internet as well as out in the real world was infeasible,
we had to create our database by simulating damaged
traffic signs. We achieved this with the help of image
editing software and some smart editing to simulate
broken traffic signs without them looking fake and
inconsistent with real-world situations. Even though this
was a tedious and time-consuming task, it was the only
way to obtain the data which we were looking for to
conduct this research. It is possible to improve this study
further in future when a proper database is available
with multiple classes and various other real-world
scenarios and parameters.

° Limited data to work with: As the database
was created by editing images by us, the data itself in
each class was limited in number. Normally

Machine Learning model datasets have thousands of
items in each class. This was not possible in this study
as editing so many images while maintaining their size
within a limit was impossible keeping time constraints
in mind. A low volume of data causes a loss of
accuracy in Machine Learning models. Having a
proper database is a critical part of conducting such
studies.

1. EXISTING SYSTEMS
I1. PROPOSED SYSTEM

The proposed system takes advantage of CNN to classify
damaged signs from undamaged signs on roads for their
maintenance. We have tested two approaches to
compare which model performs better at distinguishing
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faulty traffic signs from operational ones. To compare
both approaches, parameters were kept constant to
analyze which model performed better. The dataset
consists of simulated images of damaged traffic signs.

Approach 1: Two-class approach

This approach is based on Binary classification in
Machine Learning. Binary classification is a supervised
learning technique which works on tasks that have
exactly two class labels. It is mainly used in the
determination of things based on a ‘YES’ or a ‘NO’
which is very useful in our first approach for
determining if the traffic sign is

‘broken’ or ‘not broken’. To achieve this, the dataset was
divided into two classes. These were based on whether
the traffic signs were damaged or not. A dataset of about
65 images per class was used for training and additional
|mages were used as the testing data.
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Fig. 1. Damaged Signs dataset
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Fig. 2. Undamaged Signs dataset

Only a few sign types were chosen to be represented in
both classes for the experimentation. This includes the
road work sign, speed limit signs, and stop signs. All
of the above-mentioned signs were present in each of
the two classes in a damaged as well as an undamaged
form to allow the model to learn and discern their
difference with maximum accuracy.

Approach 2: Multiclass approach

The second approach is based on the multiclass
classification in  Machine Learning. Multiclass
classification is a supervised learning technique which
works on tasks that have more than two class labels.
The dataset was divided into different classes based
on the sign type including a

‘damaged signs’ class. For the purpose of this
research, three types of signs were chosen: stop signs, A
dataset of about 60 images per class was used for
training and additional images were used as the testing
data.

For the comparison of the approaches the model
specifications were kept constant.

TABLE I. MODEL SUMMARY
dense_7 (Dense) (None, 43) 11051
Layer (type) Output Shape Param #
conv2d_12 (Conv2D) (None, 26, 26, 32) 2432
conv2d_13 (Conv2D) (None, 22, 22, 32) 25632
'(“l\jxa)—(‘;g%'lii’r‘%z%‘; (None, 11, 11, 32) 0
conv2d_14 (Conv2D) (None, 9, 9, 64) 18496
conv2d_15 (Conv2D) (None, 7,7, 64) 36928
ekl | tonezsen | o
flatten_3 (Flatten) (None, 576) 0
dense_6 (Dense) (None, 256) 147712

We have created a model with a series of conv2d layers
and max_pooling2d layer. After that, we used a flatten
layer to convert the matrix into a vector. Finally, we have
attached that with dense layers. At the end of the output
layer, we have only one neuron responsible for
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identifying whether the given image contains a broken
sign or not. If not broken then its class label is displayed.

Fig. 3. Feature Maps

PERFORMANCE EVALUATION AND
VISUALIZATION

Approach 1: Two-class approach

V.

This model displayed an accuracy of 66.67% on unseen
data. Although this method is easy to implement and
understand, it produces underwhelming results
when working with real-world data. This model also
required twice as much time to train when compared to
the second model. This difference in train time can be

significant when dealing with a huge
amount of data.
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Fig. 4. Training accuracy for Approach 1 (Two class)
Approach 2: Multiclass approach

This method yielded an accuracy of 83.33% on unseen
data. Although this approach performs better than the
first approach, it was difficult to create an appropriate
database to maximally squeeze out the model’s accuracy.
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Fig. 5. Training accuracy for Approach 2 (Multiclass)
V. RESULT
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The Two-class approach was considered due to the sheer
simplicity of its execution with respect to dataset
creation. All of the ‘good’ signs were dumped in the
undamaged signs folder whereas all of the ‘bad’ or faulty
signs were put in the damaged signs folder. But model
testing proved that the Multi-class approach
outperformed the Two-class approach. It also recognizes
signs while simultaneously classifying them into
damaged and undamaged signs. Hence, this approach
eliminates the need of requiring a separate step of
recognition as opposed to the two-class approach in
which the undamaged signs would require further
classification.

VL. CONCLUSION

Through rigorous testing it was concluded that the
accuracy difference between the two-class and multiclass
approaches was significant enough to consider using
one approach over another. Even though both of the
approaches have their respective pros and cons, the
Multiclass approach turned out to be superior to the
Two-class approach. The success of the Multiclass
approach and its accuracy proves that the maintenance of
traffic signs is plausible and feasible using CNN and can
be implemented by the government to automate the task
of maintenance of road signs cutting off the costs of
manual labour to do so further improving general
safety on the road.
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Abstract—This research paper presents a novel approach for
scaling entity resolution (ER) frameworks using enhanced
blocking techniques and machine learning. It proposes an
unsupervised model for the entity resolution problem, whi
ch is a common task in natural language processing and
information retrieval. Entity resolution is the process of
identifying entities that describe the same real -world object
across many databases and merging duplicate records in
large datasets. However, traditional ER methods are often
slow and inefficient when dealing with big data. Our
proposed approach addresses this issue by incorporating
advanced blocking techniques, such as indexing and
hashing, to reduce the search space for duplicate records.
Instead of considering all possible pairings of items, it
restricts the computing cost to those that are equivalent. This
is accomplished successfully by classifying entities with
similar or identical signatures and giving each entity one or
more signatures. Extensive experimental assessments have
demonstrated that the schema-agnostic signatures
outperform the schema-based ones without the need for
domain or schema expertise. The result is that any entity's
characteristics or subsets of its values can be used as
signatures. Additionally, we utilize machine learning
algorithms to improve the accuracy of the ER process.
Through extensive experimentation, we demonstrate that
our approach significantly improves the scalability and
performance of ER frameworks. The proposed method can
be applied to a variety of domains and has the potential to
greatly enhance the efficiency of data cleaning and
integration tasks.

Keywords—  Entity  Resolution,

Blocking, Metablocking.
l. INTRODUCTION

Entity resolution, often referred to as de-duplication, is a
current research issue of interest. The process of
determining whether two references to the same real-
world things are equal is known as entity resolution (ER).
This process can seem straightforward, but it gets quite
difficult when dealing with Big Data issues. Deep
Learning, which makes use of neural networks with
numerous layers, is the foundation of many current
research projects aimed at developing models for
emergency room issues. These techniques need
substantial time and computing resources to train and
eventually be ready to operate. Take DeepER, one of the
deep learning frameworks created for ER, as an example.

Redundancy-positive

In this work, we aim to build an unsupervised

Machine Learning (ML) model that is very effective,
remarkably simple, and depends on basic principles
of Pattern Recognition. The majority of research
is conducted on supervised learning since it is a safer

method to get reliable results. However, the majority
of demonstrate that it competes with and surpasses
other state-of-the-art models.

1. EXISTING SYSTEM
1. Conventional data matching:

Conventional record linking devices have been around
for quite a long time and are an essential way to deal with
entity resolution. In any case, the accuracy accomplished
by these items is essentially lower than genuine entity
resolution tools, and they battle to deal with the bad
quality data.

2. Custom tool development:

A few organizations attempt to take care of the issue in-
house, entrusting their development department to
construct data matching tools from scratch. Much of the
time, these drives convey some early accomplishment
with 'straightforward' matches, however they miss a ton.
They regularly battle to operationalize their underlying
evidence of ideas into a creation grade framework that
can adapt to complex difficulties, bringing about long
lead times prior to seeing worth and building high
improvement costs. Organizations have billions of data
records spread across numerous frameworks yet don't
have the right solution to utilize it and create meaningful
value out of it. No association can fabricate a 360-degree
perspective on clients, possibilities, accomplices and
associations without a solid data record establishment
and it's basically impossible to transform this information
into bits of knowledge.

For most associations, more data means more issues.

From duplicate client records to endless information,
there are unlimited difficulties. Also attempting to
conquer these difficulties is troublesome: associating
dissimilar data records into an extensive single chunk of
information is time-consuming and relentless, with
a labyrinth of security issues.

I1. LITERATURE REVIEW

Collaborative filtering is one of the prominent techniques
used in recommender systems. Collaborative filtering as
the name itself suggests that it is a method of filtering the
interests of a particular user based on collaboration
among the various users, various thoughts, etc.
Collaborative filtering involves alarge amount of user
data and his/her preferences. Collaborative filtering is of
two types namely model-based and memory-based.
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Memory-based approach requires us to find the similarity
measure i.e. we need to find the correlation between two
users or a group of users while in Model-based approach
a model has to be created using various data mining and
machine learning algorithms.

V. OBJECT IVES

We plan to build a tool for Entity resolution to MDM,
which will consist of Features such as:

* Ability to handle any entity like customer, organization,
supplier, product etc.

* Ability to scale to large volumes of data

* Ability to handle inputs in multiple formats like csv,
json ,etc.

V. PROPOSED SYST EM

The model's first component is this part, The input string
data must now be transformed into an object space. There
are several methods available for prototype selection, but
many of them are sensitive to data variability, making it
impossible for them to perform equally well across
different data sets.

A Dissimilarity Space Of Objects will be constructed in
order to get around this circumstance.

We investigate and contrast well-known string metrics,
such as the Edit and Jaccard distance, and from this work,
we provide a unique distance in articles.

These investigations show that a metric may have both
euclidean and dissimilarity properties simultaneously.
Nevertheless, a Euclidean distance that produces a
dissimilarity score offers a lot of promise fromamore
theoretical and in-depth standpoint. Since the string
distance selection is at the core of our model's prototype
selection phase, it is important to stress at this point that
we will perform an extensive analysis of it. We shall
explain how this hybrid string distance, which we refer to
as Euclidean-Jaccard, operates both theoretically and
empirically.

Additionally, we provide a short explanation of the

"tokenization™ strategy that is necessary for this measure
to function correctly as a member of the Jaccard family.
Since sets are necessary for the Euclidean-Jaccard
distance, the strings must first be transformed into sets of
letters or words. There are other ways to carry out this
transformation, but we'll focus on the n-grams approach.
Next, we provide the framework's prototype selection
section. For this, we use the method outlined in the
original study, which was created using the Vantage
Objects schema from the paper. In addition to discussing
the theoretical foundations for this schema, we will also
go into the clustering and prototype selection procedures
we use. We will also discuss how we modified and
enhanced this algorithm to make it more compatible with
our framework. Last but not least, we use the Maximum
Mean Discrepancy (MMD), a statistic measure between
two data distributions, to assess the effectiveness of the
prototype selection strategy. One way to carry out the
assessment is to calculate the MMD between the two
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distributions that were constructed, one using the
prototypes and the other using the original data set.
Algorithm 1 String Clustering and Prototype Selection
Algorithm

The second component of our model is this. Currently, we

have a schema in place that produces a number of
prototypes from a given data collection. The original
strings must now be converted into numerical arrays. This
process is known as vectorization in pattern recognition,
and the vectors themselves are known as embeddings. A
number of vectors, one for each string, that each uniquely
describe it are called embeddings. For each string in our
scenario, we want to create a vector (think of it as a list of
integers). We will use an embedding method based on
Vantage Objects in this model. The work Efficient
picture retrieval with vantage objects by J. Vleugels
and R. C. Veltkamp contains the fundamental concept
behind the Vantage Objects. To construct an
effective object indexing, they first described and used a
technique known as Vantage Objects. The Vantage
Objects in our research

will be the prototypes created in the previous model
process.

The third and arguably most crucial component of the

paradigm is hashing. Entity resolution issues are difficult
in terms of time and memory complexity. This is because
it takes a lot of comparisons to figure out which items are
similar and which ones are not. Consider an issue with a

1,000 string data collection, which is regarded as being
quite little in modern times. In a brute force approach, we
would compare each string to all the others in order to
identify the strings that are identical to real-world things.
This indicates that to do this work, we would need
to make 1,000,000 comparisons. The processing time
and computer power needed for this strategy would
be considerable.

Therefore, a hashing approach is used in this study, which

may often reduce the number of comparisons to 10%. In
line with the preceding illustration, this model can provide
predictions with 100,000 comparisons and
respectable results.

This tactic, also known as blocking, divides sets of data

into smaller subsets using a criterion function (i.e., a
hashing method), with records only being examined
for matches inside the same block. Standard blocking
places all records with the same blocking key into the
same block, where they are compared pairwise.

Blocking is a typical tactic in Entity Resolution issues. It

may be used to connect records from many sets or to
resolve ER problems in a single set. Furthermore, as
shown by the studies, blocking is a technique utilized in
cutting-edge frameworks with a performance gain.

This research embeds ablocking architecture using Jay
Yagnik's  Locality  Sensitive = Hashing  (LSH)
Approach, often known as Winner-Take-All (WTA)
Hashing. Yagnik first introduced a very effective hashing
technique in his article The Power of Comparative
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Reasoning, which may quickly group items from the
original data set that have similar characteristics. WTA
schema is one of the quickest hashing methods accessible,
while having a pretty simple purpose. This method creates
a hash for each input vecto r that is rank-ordered. This
hash is used as an indication in our model to create
collections or buckets of embedding that seem to be
comparable.

Because it dramatically reduces the amount of time
needed to operate correctly, this step is crucial in our
methodology.

The last component of our model is this. Many buckets
have been created through WTA hashing. It is now time
to thoroughly compare all of the string embedding inside
of each bucket.

The process of comparing two items to each other is
known as similarity checking. To do this, a similarity
measure may be used. In general, this metric produces a
forecast using two vectors (in our case, embedding) as
input. This forecast is a number that falls between a range
of values, most often between zero and one.

The similarity between two predictions increases as one

approaches. We first define a similarity threshold and then
execute. If the similarity measure returns avalue larger
than this cutoff, we shall rely on the assumption that these

VI. SYSTEM ARCHIT ECTURE

We will provide the model scores to the CORA data set in
detail in this part and demonstrate how it outperforms
other applications in the same data set. The four scores
Recall, Precision, F1 and Accuracy as well as the time
required to create these predictions comprise our criterion.
To begin, assess this model using the CORA data set.
Along with presenting the findings from this data set, we
will also quickly assess each model element
independently. We'll look at the choice of prototypes,
show the embeddings, watch WTA acceleration, and then
comment on the outcomes and evaluate how the similarity
metrics we recommended performed. Remember that
our model has to be adjusted for it to function. With the
aid of the cutting-edge framework Optuna, the fine-
tuning will be carried out. We will briefly discuss how
we utilised it and why it was so important to our work.
Finally, we will evaluate the effectiveness of several
ER models and contrast them with our own. Another
cutting -edge framework, JedAl, will be used to build
these models.

VII.  ALGORIT HM, TOOLS& TECHNOLOGY
A. Algorithm

I.  S:Array of strings (dataset) Il.
threshold

d : Max distance

k : Max number of clusters

(AVA procedure PrototypeSelection(S, k, d) V. i
«— 0 D> Variable initialization

VL y«—0

VII.  C <« array(0 : size(S)) > C: Cluster array
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VIII. < array([2, k]) D> r: 2-dimension

Representatives array

IX. for i < size(S), i« i+ 1 do > String clustering
phase

X.  while j <k do I> iteration through clusters

X1, ifrO(j) = @ then > case empty first representative
for cluster j

XI.  r0G) « S[i]

XIII. C[i] « j D> store in C that i-string belongs to
cluster j

XIV.  break

XV.  elseif rl(j) = @ and distance(S[i], r0(j)) < d then
XVL  rl(j) < S[i] XVIL.  C[i] < j

XVIIL. Break

XIX. else if rO(j) = @ and r1(j) = @ D> triangle

inequality check

XX. and (distance(S[i], r0(j)) + distance(S[i], r0(j)))
<

dthen XXI.  C[i] «j

XXIL1. break XXIIlI. else

XXIV.  j—j+1

XXV. end if XXVI. end while

XXVII.  end for two items are similar. But these things

should be treatedphase

XXIX. Prototypes «— emptyList()

XXX. SortedProjections «— emptyList()

XXXI. finaINumOfClusters « k

XXXII.  j«0

XXXIII. forj<k,j«—j+jdo

XXXIV. aprxDistances  «
AprxProjectionDistancesOfCluster(r1[j], ro[jl,
Cluster(j))

XXXV. ifaprxDistances = @ then D> no prototype from
this cluster

XXXVI. finaINumOfClusters —
finalNumOfClusters—1

XXXVII.  continue

XXXVIIL. end if

XXXIX. Projections(j) «— aprxDistances

XL. SortedProjections(j) «— Sort(Projections(j)) XLI.

Prototypes(j) <« median(SortedProjections(j)) XLII.
end for

XLIN.  OptimizeClusterSelection(Prototypes,
finaINumOfClusters)

XLIV. return Prototypes, finaINumOfClusters
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XLV.  end procedure
B. Tools

. CORA dataset
. Python Idle

. Web Tools

. Google Colab

C. Technologies

. MachineLearning
. Python
. Data Science
. Web Technologies
VIII. RESULT S

the CORA dataset's findings
Optuna refining

Optuna is a well-known hyper-parameter tweaking
system in the Deep Learning and Data Science fields. For
the tweaking of our hyper-parameters, we used this tool.
Starting with the plot below, which shows all of Optuna's
attempts as well as her best F1 scores.

Fig. 1

In order to prevent poor recall and high accuracy or the
contrary, we have made graphs that display the
categorization statistics. The figure below makes it clear
that we achieved excellent results among the same and
distinct entities in the trials with the greatest F1-score.

o % ':“{‘.4‘"? e '
-

Fig. 2

Lastly, we present our best scores :

Tnalid Recall F1 Precision Accuracy
97 87.02 79.05 7243 99.06
87 86.91 79.16 72.68 99.06
95 869 79.11 72.60 99.06
88 8630 79.12 73.05 99.07
96 86.28 78.88 72.64 99.05
37 84.71 79.05 74.11 99.08
65 8456 7892 7398 99.07
84 82441 78.77 7383 99.07
83 8395 78.78 74.21 99.07
41 8265 7877 7524  99.09
Fig. 3

IX. CONCLUSION

We provide a unique approach in this paper for solving
ER issues with string data sets. To start, we offered a
Prototype Selection strategy that, as the findings
demonstrate, may lead to a collection of prototypes that
have undergone careful selection in addition to arich
Euclidean and Dissimilarity, Embedding Space. After
then, a rank-ordered approach was presented in order to
escape the effects of dimensionality and take use of rank-
ordered embedding' benefits.

The Winner-Take-All hashing strategy, which extends the

life of our model over time while retaining excellent
Recall scores, was then presented as the most crucial part
of the study.

We were able to cut the number of comparisons by
around 80% and restrict the similarity checking phase to
just the most similar pairings by using our blocking
method. In the last segment, we went into great depth
about the performance of our models and used and
presented two cutting-edge frameworks, Optuna and
JedAl. We demonstrated how our model generates a high
recall score and an F-Measure that competes with other
effective ER frameworks using these two frameworks. To
sum up, we created an end-to-end model that can be
applied to string ER issues and provide high-performance
and reliable ratings in a short amount of time.

X. CONCLUSION

We provide a unique approach in this paper for solving
ER issues with string data sets. To start, we offered a
Prototype Selection strategy that, as the findings
demonstrate, may lead to a collection of prototypes that
have undergone careful selection in addition to arich
Euclidean and Dissimilarity, Embedding Space. After
then, a rank-ordered approach was presented in order to
escape the effects of dimensionality and take use of rank-
ordered embedding' benefits.

The Winner-Take-All hashing strategy, which extends the

life of our model over time while retaining excellent
Recall scores, was then presented as the most crucial part
of the study.

We were able to cut the number of comparisons by
around 80% and restrict the similarity checking phase to
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just the most similar pairings by using our blocking
method. In the last segment, we went into great depth
about the performance of our models and used and
presented two cutting-edge frameworks, Optuna and
JedAl. We demonstrated how our model generates a high
recall score and an F-Measure that competes with other
effective ER frameworks using these two frameworks. To
sum up, we created an end-to-end model that can be
applied to string ER issues and provide high-performance
and reliable ratings in a short amount of time.
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Abstract— This paper puts light on various routing problems
faced in the transportation system. The Vehicle Routing
Problem (VRP) and movement of goods that need to be
transported from one destination to another should be
planned in a way they are cost and energy efficient, It
highlights various optimization techniques which can yield a
powerful client and driven-centric outcome. Strengths and
weaknesses of these methods are described. Soft computing
techniques are proposed and these methodologies are
compared to the real-world example. We compare different
techniques used for VRP.

Keywords — Soft computing, Optimisation, Particle Swarm,
Vehicle Routing Problem, Road Transportation, Vehicle
Utilization.

LINTRODUCTION

Route is a particular road used for travel or transporting
goods. There are various routes between a source and a
destination. The user has the liberty of selecting a specific
route but the problems faced are cost and point in time at
the destination. The standard event is to travel between
two points using the shortest path known, within a given
specific time and value. But usually, what happens when
the shortest path or route becomes the longest because of
an occasion leading to deadlock on the route[5]. Then ,the
user is probably going to spend more time and cost on the
route which is meant to be shorter than other routes
available, thus making it not an optimal or the feasible
route at that point of time.

Most optimization problems are often solved by using any
evolutionary algorithm. One of the most important classes
of Evolutionary algorithms is Genetic algorithm (GA).
GA uses various biological techniques such as
inheritance, selection, crossover or recombination,
mutation and reproduction[1]. Since GA is ready to
handle both discrete and continuous variables, it can be
used to solve complex optimization problems.GA has
been very efficient in various problems like optimization,
design and scheduling ,data handling, etc.

Particle Swarm Optimization (PSO) was developed by

Kennedy and Eberhart in the 1990s. The fundamentalidea
in PSO is that each particle represents an optimal solution
which it updates according to two important kinds of
information available within the decision process. The
primary one (cognitive behaviour) is gained by its own
experience, and also the second one (social behaviour) is
the experience gained from the neighbours, that is, they
tried the choices themselves and have the knowledge
which choices their neighbours have outstand to this point
the way positive the most effective pattern of choices was

[11.2].

II. OBJECTIVE

The objective is to deliver goods to all kinds of
customers, at the same time minimizing the cost required
to deliver those goods. It allows the user to specify a
number of business-specific constraints like time capacity
windows, multiple capacity dimensions etc., and it can
even be used to solve large scale problems.

III. VEHICLE ROUTING PROBLEM

The Vehicle Routing Problem (VRP) occurs when there
is movement of goods from a certain point to serve the
customers in various places. It is widely applied to
various areas such as transport delivery routing, mail
delivery, public bus routing planning, trucks that deliver
products across the country [4]. This VRP is a mixture
of the well-known routing problem called Capacitated
Vehicle Routing Problem (CVRP). This problem helps to
identify routes which start and end at an available centre.
It has been designed such that a vehicle visits a customer
once. The goal is to minimize the distribution cost for the
assigned routes.

VRP can handle large volume problems quite efficiently.
It offers a solution that is more scalable, cheaper to
execute in real-life problems. Customisable algorithms
and iteration logic can give us the mathematical result.

IV.PARTICLE SWARM OPTIMIZATION

The PSO model is designed to obtain optimal distance,
and the transport objective is designed to minimize the
transport cost in main logistics considering the
Capacitated Vehicle Routing Problem[2]. To find the
maximised output, there are several ways one can look
into.

One optimization problem which can be suitable for a
certain problem may not necessarily be optimal for
another problem.

This algorithm is based on the swarm intelligence concept
which solves complex mathematical problems in
engineering. PSO is frequently implemented in VRP
field. An advanced PSO is also designed to solve demands
of customers that are uncertain and the demand
distribution is undetermined. The goal of this optimization
is to determine a variable represented by a vector X that
minimises or maximises depending on the proposed
optimisation of the function f(X) [1].
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Fig 1. PSO Flowchart

The various steps used in
mentioned below:

1. Initialize the particles with some arbitrary
velocities and positions within the search space.

2. Start calculating the corresponding value of
fitness function of the swarm particles.

3. Equate the fitness value evaluation with the
present value of the particle’s pbest. If current value is
best than pbest, set it as new pbest value and set the pbest
location to this location in n- dimensional space;

4. Next equate the fitness value with the previous
overall best. If current value is healthier than gbest, then
reset gbest to the current particle’s array index and value;

5. Finally assign these values to the corresponding
position and velocity of the swarm particle.

PSO Variants:

the PSO algorithm are

Various versions of the PSO algorithm may be obtained
by combining it with other evolutionary algorithms.
There is a trend in research to create hybrid PSO
algorithms to boost the general optimization of the
algorithm. Some commonly used variants of PSO
algorithm are:

* Discrete PSO

* Constriction Coefficient
* Bare-bones PSO

* Fully informed PSO.
Applications:

PSO found its first application within the field of neural
network training. Since then, it’s been used in various
kinds of fields including telecommunications, design,
power systems, control and lots of others. PSO algorithms
have been majorly used in dynamic tracking, MinMax
problems and various optimization problems [2].

V. GENETIC ALGORITHM

Genetic algorithms are a category of numerical and
combinational optimizers which are especially useful for
solving complex nonlinear and nonconvex problems.

60

Genetic algorithms are randomized search algorithms that
are developed in a shot to imitate the mechanics of natural
selection and natural genetics. Genetic algorithms operate
on string structures, like biological structures, which are
evolving in time in keeping with the rule of survival of the
fittest by employing a randomized yet structured
information exchange. In a genetic algorithm, a
population of candidates to an optimization problem is
evolved toward better solutions. Each candidate solution
encompasses a set of properties which may be mutated
and altered; traditionally, solutions are represented in
binary as strings of Os and 1s, but other encodings are also
possible [2].

Fig 2. GA Flowchart

Hybrid discrete particle swarm optimization algorithm for
clustered vehicle routing problem (2019) - Anisul
Islam,Yuvraj Gajpal,Tarek Y

Key Findings: A new hybrid approximation algorithm is
developed in this work to solve the problem. In the hybrid
algorithm, discrete particle swarm optimization (DPSO)
combines global search and local search to search for the
optimal results using a certain probability to avoid being
trapped in a local optimum.

Research Gap: Future research should focus on improving
the DPSO-SA algorithm for solving larger vehicle routing
problems. The proposed approach is also

suitable for other problems. It is especially suitable for
discrete optimization problems.

Genetic algorithms can be used in a wide variety of fields.
It is mainly used to solve optimization problems. Some of
the fields where GA 1is used are: bioinformatics,
computational science, electrical engineering,
manufacturing, and phylo-genetics, etc

VL LITERATURE SURVEY Performance
Comparison between Particle Swarm

Optimization and Differential Evolution Algorithms for
Postman Delivery Routing Problem (2021) - Warisa

Wisittipanich, = Khamphe  Phoungthong,  Chanin
Srisuwannapa, Adirek Baisukhan and Nuttachat

Wisittipanit.
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Key Findings: In this study, two methods—particle
swarm optimisation (PSO) and differential evolution
(DE)— were applied with particular solution
representation to find delivery routings with minimum
travel distances. The performances of PSO and DE were
compared along with those from current practices.
Research Gap: It is important to note that the results

obtained from this study were based on the delivery
constraints of the Chiang Rai post office. However, for the
operations of other post offices, other constraints such as
vehicle capacity, a customer’s time window and the
delivery time horizon could be taken into consideration.
In such cases, the problem must be remodelled, and new
solutions will be obtained.

Route Optimization in logistics distribution based on
Particle Swarm Optimization (2019) - Appiah Martinson
Yeboah Xiong Qiang.

Key Findings: Optimisation algorithm. A

computational experiment is carried by the proposed
model to obtain optimal distance and imputed into the cost
function to obtain the optimal cost. We found that an
increase in population size and the number of iterations
gives better minimisation results.

Research Gap: Only mathematical formulae and a
flowchart were provided to demonstrate the particle
swarm optimization. Also, cumulative results were
obtained on the basis of problem assumptions. Real time
constraint should also be checked.

Hybrid discrete particle swarm optimization algorithm for
clustered vehicle routing problem (2019) - Anisul
Islam,Yuvraj Gajpal,Tarek Y

Key Findings: A new hybrid approximation algorithm is
developed in this work to solve the problem. In the hybrid
algorithm, discrete particle swarm optimization (DPSO)
combines global search and local search to search for the
optimal results using a certain probability to avoid being
trapped in a local optimum.

Research Gap: Future research should focus on improving
the DPSO-SA algorithm for solving larger vehicle routing
problems. The proposed approach is also

suitable for other problems. It is especially suitable for
discrete optimization problems

A Stochastic Approach Towards Travel Route
Optimization and Recommendation Based on Users
Constraints Using Markov Chain

(2019) - Shabir Ahmad, Israr Ullah, Faisal Mehmood ,
Muhammad Fayaz, and Dohyeun Kim

Key Findings: The results indicate the difference between
the short- and long-term popularities to prove the

effectiveness of the Markov chains in forecasting long-
term behaviour. The accuracy of the system is computed
based on the historical data and the recommendation
system, and it is ascertained to fall between 95% and

100% all the time.

Research Gap: The long-term steady states predictions
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alongside user preferences and constraints helped in
finding optimal routes within user constraints. A

recommendation system is developed to take user
constraints such as current location, number of locations
to visit, maximum time and maximum distance from users
and return optimal routes on Google Maps having
maximum index within input constraints.

Research on Logistics Scheduling Based on PSO (2017)
- Huifang Bao, Linli Zhou and Lei Liu

Key Findings: The study of the logistics distribution
vehicle routing optimization problem is not only of great

theoretical significance, but also of considerable value.

Particle swarm optimization algorithm is a kind of
evolutionary algorithm.

Research Gap: Solutions were derived by experimenting
under standard conditions and avoiding real life
conditions and variables.

Route Optimization Techniques: an overview (2016) -
Bale, D. L. T. Ugwu, C Nwachukwu, E. O

Key Findings: This paper discusses the various routing
problems in the road transportation system and focuses

on route optimisation and its techniques. The techniques

were categorised as hard and soft computing; presenting
their general strengths and weaknesses

Research Gap: With different techniques mentioned, the
swarm based technique is not discussed. Fuzzy logic,
artificial neural networks are a part of soft computing but
other than that no other algorithms have been provided.

Performance Evaluation between GA versus PSO (2016)
- Ajay kaushik, Hiesh Kumar

Key Findings: When sensor nodes are in operation,
performing their task most of their energy is depleted in

improper routing, uneven distribution of traffic load. So
in this paper we are proposing two metaheuristic based

load balancing techniques GA and PSO and have a
comparative result analysis in between them.

Research Gap: In the Upcoming future scope we can work
on an agent-based burden balancing positioning algorithm
for wireless sensor networks.

Hybrid discrete particle swarm optimization algorithm for
capacitated vehicle routing problem (2015) - CHEN Ai-
lingt , YANG Gen-ke, WU Chi-ming

Key Findings: A new hybrid approximation algorithm is
developed in this work to solve the problem. In the hybrid

algorithm, discrete particle swarm optimization (DPSO)

combines global search and local search to search for the
optimal results using a certain probability to avoid being
trapped in a local optimum.

Research Gap: Future research should focus on improving
the DPSO-SA algorithm for solving larger vehicle routing
problems. The proposed approach is also suitable for
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other problems. It is especially suitable for discrete
optimization problems.

VII. GENETIC ALGORITHM VS PARTICLE
SWARM OPTIMIZATION

PSO has been used increasingly because of its several
advantages like robustness, efficiency and ease to use,
compared with other stochastic algorithms it has been
found that PSO requires less computational effort.
Although PSO has shown its potential on various aspects
for solving different kinds of optimization problems, it
still takes considerable execution time to find out the
optimal solutions for large-scale engineering problems.

GA is discrete in nature, i.e., it changes the variables into
binary 0’s and 1’s, and so it can easily handle discrete
problems, and PSO is continuous and hence must be
modified in order to handle discrete problems.

Unlike GA, the variables in PSO can take any values
supporting their current position within the particle space
and therefore the velocity vector [5]. Genetic algorithms
do not handle complexity in an efficient way, because in
such cases the number of elements undergoing mutation
is extremely large which causes a considerable increase in
the search space. So, during this case PSO is the best
alternative because it requires a smaller number of
parameters and correspondingly lower number of
iterations [7].

The performance of Particle Swarm Optimization is
found to be better than the Genetic Algorithm, because the
PSO carries out global search and the native searches
simultaneously, whereas the Genetic Algorithm
concentrates mainly on the world search. Hence, the
findings show that the proposed PSO optimization
algorithm is easy to develop and apply , producing
competitive designs compared to the GA algorithm.

VIII. SWARM INTELLIGENCE ALGORITHMS
Types of Swarm Intelligence Algorithms include
Genetic Algorithms (GA)

Ant Colony Optimization (ACO)

Particle Swarm Optimization (PSO)
Differential Evolution (DE)
Artificial Bee Colony (ABC)

Glow worm Swarm Optimization (GSO)
Cuckoo Search Algorithm (CSA).
ANT COLONY OPTIMIZATION

1.

Ant Colony Optimization (ACO) is a systematic approach
inspired by the Ant System, proposed in the year 1992 .
It is inspired by the foraging behaviour of the real ants.
This algorithm consists of 4 main components

; Ant, Pheromone, Daemon action, and Decentralized
control, which contributes to the general system. Ants are
agents that are employed in order to mimic the
exploration and exploitation of the search space [3]. In
reality, pheromone is a chemical material spread by ants
over the path they travel and its intensity changes over
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time thanks to evaporation.

In ACO, the ants drop pheromones when traveling within
the search space and also the quantities of those
pheromones indicate the intensity of the trail. The ants
choose the direction based on the path marked by the high
intensity of the trail. The intensity of the trail can be
considered as a worldwide memory of the system.
Daemon actions are used to gather global information
which cannot be done by a single ant and uses the
information to determine whether it is necessary to add
extra pheromone in order to help the convergence [2],[3].

Step 1:Edge selection
Step 2:Pheromone update
ADVANTAGES :

1.Provides Feedback accounts for rapid discovery of
optimal solutions

2. Efficient for Representative Traveling Salesman
Problem and similar problems

3.Can be utilized in various dynamic applications
:Adapts to changes such as new distances. [4]

2. Artificial Bee Colony

Artificial Bee Colony (ABC) is one of the most recent
swarm intelligence algorithms. It was proposed by Drevis
Karaboga in 2005 . During one of the years, the
performance of ABC was analyzed and it was concluded
that ABC performs efficiently well compared to the
various other approaches. This algorithm is inspired by
the intelligent behavior of real honey bees in finding food
sources, known as nectar, and then indulging in sharing
information about that food source among other bees
within the nest. During this approach, the artificial agents
are defined and categorized into three types: the employed
bee, the onlooker bee, and therefore the scout bee [3],[6].

Each of those bees have different tasks assigned to them
so as to complete the algorithm’s process. The employed
bees target a food source and retain the locality of that
food source in their memories. The number of employed
bees is equal to the number of food sources since each
employed bee is related to one and only 1 food source [9].
The onlooker bee receives the knowledge of the food
source from the employed bee within the hive. After that,
one of the food sources is chosen to assemble the nectar.

Step 1. Initialization Phase Step 2. Employed Bees Phase
Step 3. Onlooker Bees Phase Step 4. Scout Bees Phase

Step 5. Termination Checking Phase
ADVANTAGES:
» Easy to implement, robust, and highly flexible.

Only requires 2 parameters of maximum

cycle number and colony size.

It is often employed in many optimization
problems with none modification.

ABC has been implemented in various fields
including engineering design problems, networking
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, electronics , scheduling and image processing [3].
3. Differential Evolution

Differential evolution (DE) is a population-based search
algorithm that optimizes an issue by iteratively improving
a candidate solution supporting an evolutionary process.
Such  algorithms  make few assumptions about the
underlying optimization problem and can quickly explore
very large design spaces. DE is arguably one among the
foremost versatile and stable population-based search
algorithms that exhibits robustness to multi-modal
problems. Within the field of structural engineering, most
practical optimization problems are associated with
several behavioral constraints [8].

In the present study, we investigate the performance of 4
DE wvariants in dealing with structural optimization
problems.

* The standard differential evolution (DE)

* The composite differential evolution (CODE)

* The self-adaptive differential evolution (SADE)
IX. CONCLUSION

Particle Swarm Optimization (PSO) is a relative
algorithm where its behavior is based on swarming
characteristics of the living organisms. PSO is kind of like
Genetic Algorithm as both of those are evolutionarily
search methods, which implies that they change from a set
of points to another set of points within an iteration.GA is
well-established and a popular algorithm with many
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applications and different versions.

Even though they have been a fundamental part of this
research paper, there are certain disadvantages which
limit their usage to only certain problems. They are still
not an optimal solution for real-world problems. In order
to overcome these disadvantages, a mixture of both GA
and PSO will be accustomed to improve the performance.
So, a hybrid algorithm of GA and PSO could be a good
topic for future research too.
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Abstract- Crop yield prediction before harvest will help the
formers to maximize their crop production. Thisproposed
research, works on satellite data. The goal of this proposed
paper is to enhance the precision ofthe yield forecasting
model by considering various growing stages of wheat and
using the fusion of Landsat and Sentinel images with
meteorological parameters for improving the prediction
accuracy compared to using the single satellite image. The
collected images were fed into the atmospheric correction
process to remove the atmospheric effect from the satellite
images and to get the surface properties. This process is
significantly necessary when calculating the vegetation
indices. Then fusion technique was applied to combine the
Landsat and Sentinel images. NDVI was calculated from the
fused images then this value was combined with
meteorological data and find the final yield of the crop using
ensemble learning. This work also compares the production
accuracy of wheat and jowar and predicts which crop will
give maximum production in rabi season

Keywords —Satellite  imagery, Machine learning,
Normalized Difference Vegetation Index, Fusion,Ensemble
learning.

I.  INTRODUCTION

Wheat is the most used cereal in the world. In the
production ranking of wheat, India is the second place
across the world. It occupies approximately 29 million
acres of cultivation land. The growing season varies
according to the type of wheat. In India, it is mainly sowed
in the winter season. it’s also called rabiseason. The
important factors which mostly affect the growth of wheat
are radiation, rainfall, temperature,humidity, wind speed,
and fertilizers. The wheat has almost seven
developmental stages: it starts from March to June. The
Green-up (beginning of March) is the first stage, followed
by the Jointing Stage (end of march), Elongation Stage
(beginning of april), Booting (middle of april), Heading
Stage (end of april), Anthesis Stage (beginning to middle
may), and finally maturity stage (beginning of June).

The previous study of this paper used sentinel data with
meteorological parameters like sunshine hours,minimum
and maximum temperature and NDVI. This proposed
work used the combination of Landsat andSentinel data
with meteorological parameters. This paper aims to
predict the yield of wheat crops. The satellite images of
Maharashtra state were collected for this proposed work.
The various growing stages areconsidered for the yield
prediction model. The same dates of Landsat and
Sentinel images for various growing months are
collected. Then these images were preprocessed and
combined to find the Vegetationindex of the crop (NDV1).
This vegetation portion was mainly used to find the yield of

the crop. Then NDVI value is combined with
meteorological parameters such as rainfall, temperature,
humidity and find the yieldusing the ensemble learning
technique. This is the combination of Random forest and
Ada-boost algorithm. This technique is mainly used to
enhance the accuracy of the yield prediction model.
Ensemble learning ismostly used in complex real time
problems to reduce the variance and minimize bias.

Fig. 1. Example Landsat and Sentinel image
II. RELATED WORK

Asha et al [1] used Landsat data with meteorological
parameters to develop the yield prediction model.

U.S Nagar data was collected for the experiment. This
paper developed four models using four meteorological
parameters such as Bright sunshine hours, Maximum
temperature, minimum temperature, and NDVI. The
model with all four parameters has higher accuracy than
the other three models.

Chang Xu et al [2] developed a soybean yield prediction
model by using the remote sensing satellite images
incorporating NDVI. This proposed work analyzes the
relation between vegetation portion and production by
utilizing the Flexible Fourier Transform model (FFT).
This paper proves that the Flexible Fourier Transform
model performs better than the ordinary least square
regression model.

Shakarika Sharma et al [3] proposed a yield forecasting
model using Deep LSTM. This paper used MODIS
satellite images. It considers 7 states in India for their
experimental zone. It has not used any preprocessing
steps; they directly work on collected satellite images.
This proposed work proves that the addition of
information like farmlands, water bodies, and urban
areas helps in enhancing prediction accuracy.

Pengfei Chen et al [4] considered the Landsat8 images
for winter wheat yield prediction. It consideredYucheng
city in china as their research zone. It covers 990km2.
This paper compared the two multivariatemethods such
as Partial Least Square Regression Model and Avrtificial
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Neural Network. The result of thisstudy showed that
ANN outperforms the PLSR model.

Gang Pan et al [5] used digital camera images to estimate
the crop cover area. The vegetation and soil background
were classified using an Object-based image analysis
technique. Images were classified intoshadow and non-
shadow classes by using a membership function. The
non-shadow class is further grouped into soil or
vegetation area. Then to determine the vegetation area,
the no. of green pixels was divided by the image’s
absolute count.

1. DATASET DETAILS

The data set was obtained from USGS (United State
Geographic System) website. This study focused onthe
state of Maharashtra. Landsat 8 OLI/TIRS c2 L1 and
sentinel images were collected for Maharashtra state.
The Path and row of this dataset are (146, 046). The
latitude and longitude of this study area are 19 45°05”
North latitude, 075 42’50 East longitude respectively.
The Cloud cover range is below 5%. The dataset years
were collected from 2013 to 2021

IvV. METHODOLOGY

The basic process followed in this paper is explained
below. It has 5 steps. Each step is explained in detail
below

Data Collection

I  Atmospheric

Correction

Combine using
Fusion

A4

Calculation of

NDVI

Meteorological
Combination

Yield Prediction [*—] -

Fig 2. The Workflow of Yield Prediction Model

A

The Dataset used in this research work is taken from the
USGS website. It consists of various satellite images.
This proposed work uses Landsat 8 and Sentinel images
dataset.

B.

The main objective of doing atmospheric correction is
to extract the surface properties from the satellite images.
This method improves the accuracy of classification. The
atmospheric corrected images significantly will give
better accuracy when using multiple date images. It is a
significantly necessary process when calculating the
vegetation indices.

Data Collection

Atmospheric Correction

This process can be calculated using two phases
1.DN to Radiance conversion L= G* DN+ B

where DN: Digital number G and B are gain and bias
values for a particular band

2.Radiance to TOA conversion P=I1 * L* D 2 / ESUN *
Coso

All the values used in the formula are available in the
metadata file of the image file.
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B.

Image fusion is a technique for combining images. It
combines two images and the resulted images isthe fused
one. The fused image contains more information than a
single image. This fusion technique isnot only needed for
reducing the amount of data but it also helps to restore an
image from more than onedegraded image and for mixing
images. There are various fusion techniques are available
for combiningimages. Some of the examples are; feature-
based, pixel-based and decision-based fusion. The fusion
technique is of two types: spatial and frequency domain.
The spatial domain consists of High Pass Filter,Intensity
Hue Saturation, Brovey algorithm and Principal
component substitution method. The frequencydomain
consists of pyramid-based algorithms, discrete cosine
transforms, curvelet based and discrete wavelet
transforms. This proposed work uses a wavelet based
fusion technique. It is a mathematical tool for
decomposing the images and it provides efficient
localization in both spatial and frequency domain. It the
extension idea of high pass filtering and it produce
enhanced accuracy than other fusion methods. These
wavelets are generated using High and low pass filters.
The signal S is passed through these filtersand down
sampled by two. It produces low and high-frequency
signals called an approximation and detailed coefficient
respectively. The atmospherically corrected images were
fed into the image registration step. This method converts
the two different sets of images into one format. It is used
in theremote sensing field to align different satellite
images. Then resampling was done. It is same as resizing
but it changes the physical number of pixels. This
proposed work uses the down sampling method rather
than up sampling because it preserves most pixels
information and enhances the quality of the image. The
30m resolution band was reduced to 10 m as same as in
the sentinel band.

Fusion

Input image
v

Image Registration
v

Image Resampling
v

Fusion Technique

v

Fused Image

Fig 3. Fusion Steps

The Wavelet transformation based fusion technique was
used in this proposed work. It has two formsdiscrete and
continuous wavelet transforms. This research work uses
the discrete wavelet transform technique.
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Fig 4. Working of wavelets in fusion process
Steps followed in wavelet transform technique
1.

2. Apply wavelet transformation on two images to
get the decomposition of two images. This function
decomposes the two images into 4 coefficients.

Gets the input images

NDVI =NIR-R/ NIR+R

3. Find the detail and approximation coefficient of
two input images. CA is the approximation coefficient of
image, CH, CV, and CD are the detailed coefficient of
input images.

Here CAL is the approximation coefficient of imagel.
CHoLis the detailed horizontal coefficient of imagel

CV1is the detailed vertical coefficient of imagel. CD1 is
the detailed dimensional coefficient of imagel

4, Merge the coefficient of two images by using
the rule CA=fusion1(CA1,CA2)

CH=fusion2(CH1,CH2)
CD=fusion2(CD1,CD2)

CVv=fusion2(CV1,CV2)

Fusion 1 and 2 are two mathematical operations. Fusion
1 is for approximation coefficient and fusion 2 is for
detailed coefficient. These operations can be mean, max
or min. so nine combinations of operations are possible.

5. Apply inverse transform on the merged
coefficient
6. Get the final fused image as output.
Table 1: Final fused output
Fusion 1 Fusion 2
Mean Mean
Mean Max
Mean Min
Max Mean
Max Max
Max Min
Min Mean
Min Max
Min Min
D. Calculation of NDVI
Normalized Difference vegetation Index (NDVI)
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estimates the green portion by calculating the ratio
between the discrepancy between the near-infrared
(NIR) and red bands (R) and the summation between the
near-infrared and red band.

This NDVI value fluctuates between minus one to plus
one at all times. water bodies are represented by a
negative attribute. The value near to zero indicates, there
is no vegetation portion, and the value near to positive
one indicates dense leaves portion.

In Landsat8 image, NIR is the 5th band and RED is the
4th band as shown in Table no.2. In sentinel 2 image, 8
and 8a bands are NIR and RED is the 4th band as shown
in Table no .3

E. Meteorological combination

Meteorological parameters such as temperature,
precipitation, dew point, humidity, pressure and
production factors are combined with NDVI value and
find the final yield of the crop using ensemble learning.
This ensemble learning is a combination of Random
Forest and Ada-Boost algorithm.

Working of Random Forest:

Stepl: N number of the decision tree was built for the
various subset of the given dataset

Step 2: Then take the average of all decision trees to
improve the accuracy of the prediction model.
Advantages of using Random Forest Model:

1.

2. It can be used to solve both classification and
regression problems

It’s Fast, Accurate and doesn’t overfit

3. Work better with the high dimensional data
point

4, It handles well missing values

5. Versatile in nature

Working of Ada-boost:

Step 1: First decision tree model is made from the dataset.
Step 2: The misclassified items from the first model only
given as input to the second modelStep 3: These steps
will continue up to the specified number of base learners

Advantages of using Ada-boost model:

1. It can be used with any model to improve its
efficiency

2. Can be used to solve a decision tree problem

3. It learns from the model’s prior error.

Table 2: Landsat8 resolution band

Bands Name of the Resolution in m
band
| Ultra-blue 30m
] Blue 30m
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1l Green 30m
v Red 30m
Vv Near infrared 30m
VI Cirrus 30m
Vil Short waveinfrared 30m
VIII Short waveinfrared 30m
IX panchromatic 15m
X Thermal infrared 100m
Xl Thermal infrared 100m
Table 3: Sentinel resolution band
Name of the .
Bands band Resolution
| Coastal 60m
| Blue 10m
i Green 10m
\V4 Red 10m
\ Vegetation rededge 20m
Vi Vegetation rededge 20m
VI Vegetation red edge 20m
VI Near infrared 10m
VIl a Near infrared 20m
IX Water vapor 60m
X cirrus 60m
Xl Shortwaveinfrared 20m
Xl Shortwaveinfrared 20m

F. Performance Evaluation

The performance of the yield prediction model was
estimated using Mean Absolute Error, Mean squared
Error, and Root Mean Squared Error metrics.

Mean Square Error

z (predicted value — actual value)®
- Z =
Table 4 shows that ensemble algorithm shows better
MAE results. Hence the ensemble algorithm of random
forest and Ada boost with ensemble of SVM and Linear
Regression was compared and former showed better
results as shown in Table 5.

Table 6 shows wheat has less values in all three metrics
which indicates the higher accuracy of production.
Compared to jowar, wheat will give maximum
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production and jowar will give less production in rabi
season as it needs different weather conditions for
growing.

Table 4: Comparison of ML algorithms for predicting
wheat yield

Metrics MAE MSE RMSE
Methods
Random Forest  [0.1772 0.0865 0.2941
IAda-Boost 0.1493 0.0648  (0.2547
Ensemble 0.0737 0.0276  [0.1661
Learning

Table 5: Comparison of ML ensemble algorithms for
predicting wheat yield

Metrics
MAE MSE RMSE
Methods N
Random forest
0.0737 0.0276 0.1661
and Ada-boost
SVM and Linear
Regression 0.1794 0.0562 0.2372

Table 6: Comparison of wheat and jowar yield
prediction using ensemble of Random Forest and Ada

Boost
MetricsCrops MAE MSE RMSE
Wheat 0.0737 0.0276 0.1661
Jowar 0.2222 0.1029 0.3209

V.

The satellite data in the day of 29/12/15 was collected
and then atmospheric correction was done to get the
surface properties of the land As shown in Fig 5.

The performance was estimated using the R2 score, Mean
Squared score, and Root Mean Squared Value. The
accuracy was increased when fusing two images. This
proposed work increases the precision of the vyield
forecasting model compared to utilizing the single
satellite image.

Experimental Results
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Fig.5. 29/12/15 atmospheric correction of Landsat data

NDVI calculation

The NDVI value was calculated from the atmospheric
corrected image to get the value of vegetation and other
parameters as shown in Fig 6.

) X I

. Fig 6. Distribution of NDV/I value
It was observed that compared to the single satellite
image the fusion of images increased the accuracy of the
estimation model and when comparing wheat and jowar

crop in rabi season, the wheatcrop will give maximum
yield than jowar crop as shown in Fig 7.

RMSE [

MSE I
MAE .
0 0.1 0.2 03 0.4 0.5 0.6
B wheat jowar

Fig. 7. Accuracy comparison of Landsat, Sentinel and
Fused image

VI. CONCLUSION AND FUTURE WORK

Various works are done in the agriculture sector to
predict the yield of the crops. The proposed work uses
the combination of Landsat and Sentinel data with
meteorological parameters to enhance the precision of the
yield estimation model. The performance was estimated
using the R2 score, Mean Squared score, and Root Mean
Squared Value. It was inferred that the accuracy of
predicting the wheat yield is more compared to jowar
yield predicting. This proposed work increases the
precision of the yield forecasting model compared to
utilizing the single satellite image.

This proposed work will extend in the future by
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considering more input parameters. And also, will
extend for other combination of satellite images like
MODIS, sentinel 2B, etc.
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Abstract — Sarcasm is a way of communication that creates
gap between the intended meaning and the actual meaning
comprehended from the conversation. Communication and
human relations over social media sites like Facebook,
Twitter circles around a lot of sarcasm and debates. Sarcasm
detection is an important processing problem which is
needed to understand the human and machine
communication better. This paper aims to understand the
gap between the emotion and the contextual meaning by
using different machine learning approaches for Sarcasm
Detection of code-mixed Hi-En dataset. The algorithms that
we have used are Bernoulli Naive Bayes, Logistic Regression
and Support Vector Machine. SVM outperforms all the used
algorithms giving an accuracy of 87.36%.

Keywords --- machine learning, natural language processing,
human interpersonal communication, support vector
machines

[. INTRODUCTION

A code-mix dataset consists of phrases and words from
two are more languages in a single sentence. It is generally
used by people who understand and use more than one
language to communicate in their daily life. Today, the
world over, people communicate using not just one
language, but rather with a mixture of more than one
language.[1] Code-Mix language is widely seen on social
media and with so many social media applications
available the amount of code-mix data available is
tremendous. So code-mixed text data analysis in
multilingual societies like India has become a vital
linguistic research area more specifically for social media
content.[2] However, this data has various combinations
of languages especially in India where 22 different
languages exist.

Sarcasm detection is a relatively specialised area of
NLP

research, a particular application of sentiment analysis
where the emphasis is on sarcasm rather than detecting a
sentiment throughout the entire spectrum. Consequently,
the goal of this sector is to determine whether a particular
text is satirical or not. Sarcasm detection is an important
processing problem in natural language processing
(NLP), which is needed for better understanding to serve
as an interface for mutual communication between
machines and humans. To understand this is to underline
the basic problem behind it - being able to detect the
contradiction. [3]

The sarcasm over social media can be of various types.
Social media is an open platform to let people express
their thoughts and feelings over something or someone.
An individual may like-dislike, agree or disagree with
another person’s tweets, posts, or opinions. It is however
easier for humans to understand the gap between the
underlying sarcastic nature of the comment, but the

machine brain cannot easily differentiate. This is an
addition to the numerous machine learning as well as
natural language processing approaches that have been
used to address the problem. The paper focuses on code-
mix data for the Hindi-English dataset abbreviated as the
Hi-En dataset

TABLE I:
DATASET

EXAMPLE OF HI-EN CODE-MIX

Tweet:
Sarcasm
"Ha ha ha, really great job, yaar. Tune dikha diya that

even a clock that doesn't work is rioht twice a dav "

Tweet: Non- Sarcasm

Tweet: Sarcastic

"Very well done, shayad apne aapko Einstein

Translation:

"Very well done, perhaps you have thought

Tweet: Sarcastic

" Bahut hi unique kaam kiya hai, koi bhi nahi kar

Translation:

"Very unique work done, no one else can do it.”

Tweet: Non-Sarcastic

"In dino economy achi chal rahi h.”

Translation:

"These days the economy is doing well.”

The messages in Twitter or tweets are generally labelled
with hash tags like #angry, #driving, #joy etc. These hash
tags have been used to construct a marked set of naturally
transpiring negative, sarcastic and positive tweets.[4]

II. LITERARY SURVEY

The paper “Sentiment Analysis of Mixed Code for the
Transliterated Hindi and Marathi Texts” [1] throws light
on using plain machine learning algorithms for sentiment
analysis of texts English-Hindi and English-Marathi. The
dataset used in this paper contains 1200 Hindi and 300
Marathi samples collected from social media including
YouTube comments, tweets and chats. The proposed
methodology includes 6 steps which are Language
Identification, Word Transliteration, Sentiment Scores
Tagging, Feature Extraction, Supervised Learning
Methods and lastly the Output as sentiments. Among all
the algorithms applied direct linear SVM has the
maximum F1 score.

“A Corpus of English-Hindi Code-Mixed Tweets for
Sarcasm Detection” [5] sarcasm detection have been
provides a resource of English-Hindi code-mixed tweets
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which contain both sarcastic and non-sarcastic tweets. It
provides tweet level annotation for presence of sarcasm
and token level language annotation. For training the
algorithms, developing them and evaluating the
performance of language identification and sarcasm
detection on code-mixed data, this corpus can be used.

The paper “Detection on sarcasm using machine learning
classifiers and rule-based approach” [6]  shows
comparative study on various algorithms to identify
which of these algorithms give the best results. Machine
Learning algorithms used to detect the sarcasm here are
Support Vector Machine, Naive Bayes and Decision Tree
for the SemEval 2018-T3-train- taskA.txt dataset and
found Support vector machine algorithm to be the best
suited for the particular dataset. Algorithms like Random
Forest and SVM are used for the dataset Sarcasm
Detection.txt and found Random Forest algorithm to give
best results with the accuracy of 76%.

The paper “Sentimental analysis from imbalanced code-
mixed data using machine learning approaches” [7]
throws light on class imbalance distribution in code-
mixed Tamil-English data for sentiment analysis.
Oversampling techniques namely Synthetic Minority
Over-Sampling (SMOTE) and Adaptive Synthetic
(ADASYN) is used to solve the class imbalance problem.
An enhanced spell-checking algorithm is used for
sentence classification. Levenshtein distance metric is
used to normalize the words with spelling variations. TF-
IDF is used for feature extraction. Different machine
learning algorithms that were experimented includes
Random Forest Classifier, Logistic Regression, XGBoost
classifier, SVM and Naive Bayes. For evaluation of the
algorithms macro average F1 score is used. According to
this paper the performance of Logistic Regression is
superior to other algorithms.

“A Dataset of Hindi-English Code-Mixed Social Media
Text for Hate Speech Detection” [8] paper addresses hate
speech detection in code-mixed text. Using Twitter
Python API tweets were mined by selecting certain
hashtags and key words from politics, public protests,
riots, etc. A total of 1,12,718 tweets were retrieved in
JSON format. After pre-processing, a dataset of 4574
code-mixed Hindi-English tweets was created. Different
feature vectors were used to train supervised machine
learning model. These vectors included Character N-
Grams, Word N-Grams, Punctuations, Negation Words
and Lexicon. Support Vector Machine algorithms
performs the best with an accuracy of 71.7%.

Sarcasm Detection in Hindi-English Code-Mixed Data
using Bilingual Word Embeddings” [9] has five different
deep learning models. The corpus was scraped from
twitter. The dataset included 100k Hindi-English code-
mixed tweets with 49% of it being sarcastic and rest 51%
non-sarcastic tweets. Data pre- processing was performed
in order to remove any sort of extra URLs, hashtags,
mentions and other punctuations. Two types of word
embeddings were used that is Word2Vec and FastText.
The paper also presented a comparison of traditional
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Machine Learning algorithms for sarcasm detection.
From which RBF Kernel SVM had the maximum
accuracy of 71.23%. The paper concludes with attention
based Bi-directional LSTM being the best performer with
an accuracy of 78.49%.

In the paper “SA-SVG@Dravidian-CodeMix-FIRE2020:
Deep Learning Based Sentiment Analysis in Code-mixed
Tamil- English Text” [10] Bi-LSTM algorithm is used for
classification of text which processes the data both in
forward and backward direction. Along with this
transformers-based models can be used to achieve more
accurate results then LSTM and traditional machine
learning algorithms such as SVM, random forest, etc.

The paper “Multi-modal sarcasm detection and humor
classification in code-mixed conversations” [11] uses
Attention based multi-modal classification model. This
paper presents a unique dataset named MaSac that is
extracted from the hindi series Sarabhai vs Sarabhai.
MaSac is a qualitative multi-modal dataset for sarcasm
detection and humor classification in code mixed
conversations. To extract speech signals Google Speech
API-based automatic speech recognition tool is used.

In the paper “Multilingual and code-switching ASR
challenges

for low resource Indian languages” [12] approximately
600 hrs of speech dataset was created for the research
from different sources and different domains. The
variabilities in each language was preserved. Robust
Multilingual ASR was built by considering graphemes
and phonemes in six different languages. Code-switching
ASR designed for 2 major pairs Hindi-English and
Bengali-English. The dataset generated is huge as
compared to existing publicly available dataset in this
category and can be further used for future research.

The paper “Sentiment Analysis of Code-Mixed Text: A
survey” [13] talks about how sentiment analysis has wide
range of applications in e-commerce, recommendation
systems, review analysis, etc. Sarcasm detection,
multipolarity, word ambiguity are the major issues in
sentiment analysis. The two major ways of sentiment
analysis discussed in this paper includes machine-
learning based and lexicon-based techniques.

III. OUR RESEARCH

Topics like sentiment analysis and sarcasm detection with
machine learning and neural networks have gained
attention in the past few years. Research has been done
for monolingual dataset and certain code-mix dataset like
Tamil-English, Bengali English and mainly the English
dataset.

However, very few research has been done for sarcasm
detection for Hi-En dataset. Our approach is to research
on various algorithms, compare accuracy metrics and thus
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provide insight on the most suitable algorithm that can be
implemented. We are aiming to do sarcasm detection on
code-mix dataset of Hindi-English by using machine
learning algorithms as well as convolutional neural
networks and we then compare the results.

The machine learning algorithms that will be
implemented are Bernoulli Naive Bayes, Logistic
Regression and Support Vector Machines. The accuracy
metrics that will be measured for analysis are F1 Score,
Precision and Recall. Deep learning techniques like Long-
Short Term Memory and Recurrent Neural Networks will
also be will be implemented in the future.

IV. DESIGN & IMPLEMENTATION
A. Dataset

The dataset consists of tweets and comments from Twitter
with over 115000 samples. The dataset is in JSON format.
It has 3 parameters which are article link, headline and
is_sarcastic. In the is_sarcastic parameter, 0 means that
the statement is non-sarcastic and 1 means sarcastic.

{

“article link": 5,
“is_sarcastic": 1;
“headlime®: “kol toh hamko bhi follow karlo bhai®

I
{
“article_link®: &,
"is_sarcastic”: 1,
“headline™: “idhar toh alag level ka offer chal raha hai teh aap
bhi aac aur ek plzza pe dusra plzza free leke jao®

3

“article_link": 7,
"is _sarcastic”: @,
“headline”: "for a

l:. ¥

“article_link": 8,

"l _sarcastic”: 1,

“headline”: “"bhaal
Fa

sec 1 thought this was a rally in rawalpir

ke sab pata hain”

“article link": 9,

"1s_sarcastic®: @,

“headline”: "kiyva dhoni k liye as a captan e tne safal rahe |
uvska ek bahot bada karan rahe hain®

b

“article_link": 18,
"is_sarcastic": @,
“"headline™: "ab yeh kaam bhi karne laga hain hamara kuldeep

}s

“article_link": 11,
1% sarcastic™: @,
“headline™: “jecta hu bhal afse comment karke™

}s
Fig 1: Dataset

Table II gives the overview of total number of tweets and
count of sarcastic and non-sarcastic tweets in our training
dataset.

Further the model assigns ‘Sarcastic’ class to 1 and
‘Not sarcastic to 0. When an input is provided from the
testing dataset features of the input text are compared with
the training dataset and accordingly output is produced.

TABLE II: TRAINING DATASET
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Category Tweet Count
Total Tweets 115000

Sarcastic 57633
Non-Sarcastic 57367

B. System Architecture

The overview of our project has been shown in Fig 2
which includes the key algorithms we have used for
implementation. The accuracy yielded by each will enable
us to make decision on the effectiveness of the algorithm
for sarcasm detection.

k. k. ¥
Berncull Nalve Logistic
Sl Rhdiy
Bayes Regression =

Fig 2: Block Diagram

The diagram in Fig 2 defines the hierarchy of the
algorithms with respect to implementation and defines the
various components and sub-components. We have used
80% of the data for training and the remaining for testing
in each of the algorithm applied

Dataset

aicie ek Sareiirm Detection
* headine Librari
* b5 _Saea « Diatzset
Dperation(} Type
+ Mave Baves
+ Logistic Regression
Haive Bayes Logistic Regression e
- X frad £ train X trala
* ¥, bes + ¥ test ¥ pest
¥ Anin y. train y B
A iy Tesit .
- Operafion(: Type Operation(: Type
= CouriWetorined) + LogisticRegression|
= Berran i G + poadict

Fig 3: UML Diagram

The step-by-step process in the development of the
machine learning model has been outlined in Fig 3.
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The key component of any machine learning algorithm is
the dataset. Hence the process starts with collecting
suitable dataset and data analysis. Further the algorithms
have been implemented in sequence to follow.

Cal
LoghadcSepresyan(]

Call e 3V

Fig 4: Flowchart for Mode
C. Algorithms

Machine Learning allows computers to seek new tasks
without being explicitly programmed to perform them.[2]
In Sentiment analysis, machine learning can be used to
analyse text for polarity. The three models that we have
used in our project are discussed below.

1) Bernoulli Naive Bayes

Bernoulli Naive Bayes is a part of the Naive Bayes family.
Naive Bayes classifier is a probabilistic classifier and has
been derived from the concept of Bayes Theorem which
assumes that all features are independent or unrelated.

The concept of Bernoulli Naive Bayes follows the concept
of probability called the Bernoulli Distribution as shown
below.

;:r{_t]l

x=0

x=1
)

One of the reasons for using Bernoulli Naive Bayes is that
it based on Bernoulli Distribution and accepts only binary
values such as true or false, yes or no, 0 or 1 and so on. In
our model we have used sklearn and calculated the
accuracy and f1 score of the model.

g=1l-p
P

P[X =x]

2) Logistic Regression

Logistic Regression is a type of statistical model which is

comes under the Supervised Learning technique. It is
mainly used when the dependent(target) variable is
categorical.

As a result, the result must be a discrete or categorical
value. Rather than providing the exact values of 0 and 1,
it provides the probabilistic values that fall between 0 and
1. The Logistic regression equation can be obtained from
the Linear Regression equation

l-y0 1122 3 3nn @

In logistic regression, we fit a "S" shaped logistic
function, which predicts two maximum values, rather than
a regression line (0 or 1). The logistic function's curve
represents the likelihood of something.

Since it can classify new data using both continuous
and discrete datasets, logistic regression is a key machine
learning approach. The Fig 5 shows the logistic function:

Y
: eiss RS al
™ ——®g-Curve
y= 0.8
BT Lo sy s .-
Preeansid Value
L ]

y=03

' 9900 . X

Fig 5: Logistic Regression
3) Support Vector Machine

SVM was introduced by Vladimir N. Vapnik and
Alexey Ya. Chervonenkis in 1964. The SVM algorithm's
objective is to establish the optimum decision boundary
which is chosen in a way that maximizes the margin,
which is the distance between the boundary and the
closest data point from each class.

The new data points are then classified based on which
side of the boundary they fall on.

Dptimal

1 Hyperplane

A

Class 1

hY

w

Fig 6: Support Vector Machine

In the case of sarcasm detection, SVM can be used to
classify a given text as sarcastic or not by training the
model on a labelled dataset of text examples. In our
project we have used sklearn linear SVM library for
implementing our SVM based models.

V. RESULT AND ANALYSIS

used for classification and predictive analysis which A, Result

74
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We have used 3 different approaches to split the data into
training and testing sets. The first approach includes 80-
20 split with 80% of data used for training and 20% used
for testing. The reason for splitting the dataset into 80:20
ratio is that it provides a good balance between having
enough data for the model to learn from, while still
reserving enough data for evaluating the model’s
performance.

The other two splitting approaches have been summarized
in Table 3 below. The accuracy of a model is defined as
the ratio of the number of correct predictions to the total
number of predictions.

We can infer from the Table III that all the three
algorithms have very close performance results. The
performance decreases when the train-test split is made
50-50. Support Vector Machine gives the best result at a
80-20 split.

We have used F1 Score to evaluate the performance of

different algorithms from which we have seen that SVM
performs the best out of the three models.

Train-Test Accuracy Obtained
Cunlit
Bernoulli Logist Suppo
ic rt
Naive Bayes . Vector
Regressi Machi
Meninine Cate
fNo7. 0.7918717122| 0.7918717122 | 0.873652173
Testing Set:
20%
Maenianlon ~ [Qes
ANOL 0.7911845730| 0.7918717122 | 0.870413043
Testing Set:
40%
Meniminme C At
SNoz. 0.7785357468 | 0.7785357468 | 0.868643478
Testing Set:
50%

B. Error Analysis

We found that the model showed bias in the result
depending on the length of the test input. A comparatively
shorter sentence would have higher probability to be
classified as being “Sarcastic” whereas a longer sentence
would be classified as “Not Sarcastic”.

To rectify these errors, we have planned to use POS
tagging on the dataset and further implement deep
learning techniques.

VI. CONCLUSION

With the increase in number of people using social media
to express their views, tasks like opinion mining and
sentiment analysis have gained a lot of importance. And
using sarcasm in these social media texts make these tasks
much more challenging. In our project, we have presented
an English-Hindi code-mixed dataset for sarcasm
detection. We also presented a baseline supervised
classification that is developed using the same dataset
which uses three different machine learning techniques.

VII. FUTURE SCOPE

In the future, we intend to implement a deep learning
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algorithm

for detecting sarcastic texts. We will compare the two
approaches that we have implemented to understand
which algorithm or approach gives the best results
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Abstract-Predire is a web-based application that will
help to predict diseases and provide an educational
environment for students and patients. This project will
provide an effective platform for the medical students
and patients. There’s been an increase in soul disease
prediction models but there has never been models
which predicts more than one variety of disease in a
wider spectrum. This project focuses and tackles
this research problem by using classification algorithm
of data science on meticulously curated medical
dataset. Random Forest  Classifier is used for
the classification of the dataset, where the users
predict their disease based on 5 input symptoms. The
met conclusion of this project is to predict user’s
diseases accurate, however the research is labelled to
be in progress as with more medical data, more

accurate, descriptive and intricate prediction models
can be made.
Keywords— Healthcare Prediction,

Recommendation, Machine Learning.
I. INTRODUCTION

Predire is a website that uses Machine
algorithms to predict diseases with the help of
symptoms provided by our users/patients. It also
provides Healthcare related news and research papers for
doctors and medical students.

Learning

This website caters not only to the public but also to
hospitals and private corporations.

With the integration of powerful machine learning
techniques and accurate medical data, we have
developed a website that can predict 41 diseases. It
predicts diseases that range from common diseases
such as common cold, fever, etc. to severe diseases
such as hepatitis, tuberculosis, diabetes, etc.

The already existing applications for disease prediction do
not predict a wide variety of diseases, instead, they are
focused on  predicting a  single  disease.
Additionally, they do not provide an environment
where the user can learn or gain knowledge about
topics related to their application.

Predire tackles all the above constraints and provides an
intricate and accurate prediction using a different
approach than the pre-existing systems on the internet.
Predire’s prediction model is weight-based. It predicts the
highest weighted disease based on 5 symptoms
provided by the user. Here, weights are values ranging
from 1-5 assigned to each disease based on their
severity, where the higher value indicates a higher
severity.

II. THEORY

The main objective of making this project (Predire) is to

create an environment where the user can browse through
various Health-related news, site curated research papers
and get an accurate synopsis of the disease they might
have while using our Prediction page. As this is a Web
Application, it is easily accessible from anywhere in this
world as long as there is a stable internet and hardware,
and software requirements are met. The User Interface of
the website is meticulously designed for a user-friendly
experience wherein the user can easily navigate through
the website using our well-designed Home page and
Navigation bar. The main highlight of the website is our
Prediction model. It is an easy-to-

understand model which consists of 5 symptom inputs and
a predict button. We have also provided detailed
instructions on how to use the model for the user’s
convenience. There is also a Blog/News section where we
provide news feeds from around the world related to the
field of medicine. This project is also trying to create an
environment that caters to medical students

by providing latest research papers in the field of
medicine.

III. LITERATURE SURVEY

We read a variety of research articles as our project was
being developed, and they helped us comprehend our
alternatives and potential solutions. They also assisted
us in comprehending the technical and mathematical
knowledge that will be useful.

One of the papers that we studied was the “Disease
Prediction in Data Mining Technique” by the Authors S.
Vijyaranhi and S. Sudha and it talked about how data
mining techniques are used to predict various types of
diseases. This paper reviewed research papers that
focused on predicting heart disease, diabetes, and breast
cancer. The prediction of heart disease was discussed
using machine learning algorithms such asnaive bayes,
K-NN, and Decision List. When compared to
other algorithms, the nave bayes algorithm has the
highest classification accuracy. The author concluded that
naive bayes correctly classifies

74% of the input instances. Following that, we will
talk about breast cancer prediction. It is carried out
using a variety of data mining techniques, including
C4.5, ANN, and fuzzy decision trees. Using C4.5, the
author discussed and resolved the problem's issues and
algorithms. Using ANN, the author concluded that the
network is trained to have consistent accuracy over
time and good performance. Finally, we discuss
diabetes  prediction, where the author discovers
overfitting and over generalization behavior of
classification using a homogeneity-based algorithm.
The author predicts class accuracy using a genetic
algorithm.

The second article was titled “The Use and Role of
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Predictive Systems in Disease Management” published
by the authors David H. Gent,, Walter F. Mahaffee, Neil
McRoberts, and William F. Pfenderdid a study about
the Disease predictive systems are intended to be
management aids. With a few exceptions, these
systems typically do not have direct sustained use by
growers. Rather, their impact is mostly pedagogic and
indirect, improving recommendations from farm
advisers and shaping management concepts. The
degree to which a system is consulted depends on the
amount of perceived new, actionable information that is
consistent with the objectives of the user. Often this
involves avoiding risks associated with costly disease
outbreaks. Adoption is sensitive to the correspondence
between the information a system delivers, and the
information needed to manage a particular pathosystem at
an acceptable financial risk; details of the approach used
to predict disease risk are less important. The
continuing challenge for researchers is to construct
tools relevant to farmers and their advisers that
improve upon their current management skill.

And the third paper published by the authors Mangesh
Limbitote and Kedar Damkondwar named ‘Prediction
Techniques of Heart Disease using Machine Learning”
talks about Heart is one of the most important parts of the
body. It helps to purify and circulate blood to all parts of
the body. Most number of deaths in the world are due to
heart diseases. Some symptoms like chest pain, faster
heartbeat, discomfort in breathing are recorded. This
data is analyzed on regular basis. In this review, an
overview of the heart disease and its current procedures
is firstly introduced. Furthermore, an in- depth analysis
of the most relevant machine learning techniques
available on the literature for heart disease prediction is
briefly elaborated. The discussed machine learning
algorithms are Decision Tree, SVM, ANN, Naive
Bayes, Random Forest, KNN. The algorithms are
compared on the basis of features. We are working on the
algorithm with best accuracy. This will help the doctors
to assist the heart problem easily.

Furthermore, in the fourth paper named “Data-driven
Automatic Treatment Regimen Development and
Recommendation” by authors Leilei Sun, Chuanren
Liu, Chonghui Guo, Hui Xiong, Yanming Xie
discussed about the analysis of EMR records to detect
typical  treatment  regiments and  measuring
(quantitatively) the effectiveness of those regimens for
specific patient cohorts. The authors compare the
similarity of treatment records in the EMR, use Map
Reduce Enhanced Density Peaks based Clustering to
group similar ones to treatment regimens, extract
semantically meaningful information for the doctor,
and estimate the treatment outcome for a patient cohort
for a typical treatment regimen. The results of an
empirical study using this approach show that the
patient's effective rate and cure rate both increases.

In summary, recommendation systems are used to
suggest various measures to patients or users based on
their history or symptoms. Therefore, this research
helps us understand different aspects of customer
behaviour.
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IV. METHODOLOGY AND PROPOSED MODEL

When creating a project or piece of software, it is
essential to comprehend the process or kind of software
development lifecycle model that will be used. We
need to select the SDLC model that will work best for our
project from a variety of models, which is why we use the
agile methodology.

Additionally, the actions taken up until this point have
been previously discussed. After deciding on a project
title, we first began studying about and establishing the
project's requirements. During this, we also decided on
the approaches to be applied. After that, we made the
decision to research already-in-use systems to gain a
deeper knowledge before implementing them. We
devised a schedule for when this implementation
should take place, along with considerations for any
revisions that could be necessary and the errors that
should be investigated. Therefore, we selected Agile
methodology

Fig. 4.1 Data flow diagram
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Fig. 4.2 Block diagram

Above attached diagrams are a couple of the ones that we
made during our project planning phase using tools
available online to achieve our goal.

V. IMPLEMENTATION

This system's primary goal is to diagnose illnesses
using user-provided symptoms as input. Additionally, if
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it is feasible, we might test a few additional machine
learning models so that we can compare how they
perform to the ones we are currently using

Indtialire and train a Bandam Forest Clasufs

Fig 5.1 Random Forest Classifier

We decided on Logistic Regression algorithm along
with feature selection to yield high accuracy using
training and testing dataset which was freely available for
us to use. The model was trained and tested using the
dataset which contains the columns of different
symptoms and based on these symptoms the prediction of
diseases.

Fig. 5.2 Libraries Used

: cols = df.columns

data = df[cols].values,flatten()

s = s.str.strip()
% = s.values.reshape(df. shape)

df = pd.DataFrame(s, columns=df.columns)

df head()

Fig. 5.3 Reading and training the dataset

Figures 5.1 and 5.2 are a few code examples that we used
and put into practise when categorising the dataset during
training and testing and when wusing feature
engineering, respectively

sy T fal ek L

Fig 5.4 Data Exploration and Optimisation
VI. RESULTS AND DISCUSSION
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The model predicts the diseases and makes a confusion
matrix and based on the predictions results are
provided. Based on the results of confusion matrix
using different algorithms results are displayed. Below is
the output that we managed to achieve.

Fig 6.1 Heat Map

Fig. 6.2 Confusion Matrix

= modal [f_prefiction, rb_prediction, sve_predictien]1f#][#]

Fig. 6.3 Results

All the above-mentioned actions were taken after
consulting the manual and receiving advice from
professionals in the field. What is anticipated of the
system is predicted by its output. One anomaly, which is
that the values that are to be submitted for prediction right
now are being given and taken in normalized form,
is something we would like to fix in the following
phase. So, that's one significant feature that we anticipate
changing later in the ensuing period.

The Website will be based on prediction model where
users can embed their symptoms and get the possible
prediction based on the symptoms. The best possible
accuracy level of prediction model. Nearby hospital
will be suggested based on the predicted disease. Users
will have all the medical data stored in one place with all
the prescribed data uploading facilities. The simple Gui
will help user in easy navigation. Many other side features
such as recommendation of nutritional foods, tracking of
one’s data hence acting as a data storage as well,
appointment booking system, chatting system and
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many more minor features which are aimed to healthify
one’s life

The scope of the project is clear to give a simple and
attractive application to simplify the work as well as to
reduce the efforts while doing it offline or we can say by
doing it with old methods. In this application we are able
to save database of all patients present on the site.

Prediction Module: As part of healthcare, a prediction

model is necessary as it would help users to know if they
are suffering from disease or not thereby also reducing
the cost of visiting a doctor which costs a lot.

Throughout this research paper, logistic regression,
naive Bayes, support vector machines, decision trees,
random forests, XGBoost classifiers, CatBoost
classifiers, = AdaBoost classifiers, and extra-tree
classifiers. Experimental results show that there are his
two ensemble learning methods, Adaboost classifier
and XGBoost classifier. It is very difficult to predict the
actual customer society. With the upcoming concepts
and frameworks of reinforcement learning and deep
learning, machine learning is proving to be one of the
most efficient ways to tackle problems such as churn
prediction with more accuracy and precision in the
future. increase.

VII. CONCLUSION

The mechanism proposed aims at the continuous data and
establishes the prediction model based on the
regression  analysis method, which is not only
applicable to the analysis and prediction of the
guidance data in the smart medical industry. In the
future, new features can be added to improve the
accuracy of the prediction model. For example, new
disease data have an impact on the number of systems
seeking medical treatment and the hospital. In
addition, in the face of a larger amount of data, we can use
the cloud architecture in this paper to carry out
distributed computing. It has all necessary features for
one’s need. So, this project will help consumers for
improving their health and know more about digital
healthcare. In the near future, smart medical healthcare
can be improved in some aspect, for example, this way
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can help patients and doctors identify the right
information and deal with this information effectively.
The first step of literature survey and research was
completed till now for more knowledge of the domain.
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Abstract— For intelligent vehicles, the detection of traffic
lights is an essential duty. Due of the variety of backgrounds
and lighting situations, it is not trivial. Consequently, a
traffic light detection system that may be used in various
settings is required. Human drivers can typically recognise
the relevant traffic lights with ease, but autonomous vehicles
must incorporate their recognition. For the detection and
recognition of the traffic light, however, an extra solution is
needed. Deep learning algorithms have demonstrated
excellent performance and a strong capacity for
generalisation, which includes issues with traffic.

Keywords— Blob analysis, color thresholding, waterwashed.

I. INTRODUCTION

In the modern world, real-time traffic light recognition via
a camera stream has a variety of uses. The majority of
trains in Indian Railways now rely on manually detecting
train signals, which raises the risk of accidents. In this
case, a system that instantly recognises the traffic light
from the video feed and warns the driver can increase the
safety of the roads and railways. When there is low vision
due to fog or other environmental circumstances, this
device might help the driver recognise traffic lights.
Different colours, sizes, and shapes can be found in traffic
lights. We concentrate on the detection of circular red and
green lights in this work. Later, the same strategy can be
expanded with a few minor adjustments for traffic signals
with different colours and forms.

II. THEORY

The structure for image recognition problems generally
looks like the following —

Tracking -

o Classficaton

®

Fig. 2.1 Data flow diagram

The process breaks down in a similar three part fashion-
Identifying Regions of Interest, Training a Classifier,
Tracking and Optimization. Images from urban scenes
have

a lot going on. There are cars, pedestrians, traffic signs,
and a whole slew of information that needs to be
processed at a quick rate. Detection limits the amount of
information that needs to be analysed to much smaller
regions of interest (ROI). In our case, the ROI represent a
list of potential traffic light candidates. If handled
properly, detection should improve the system’s speed
and performance.

III. LITERATURE SURVEY

We read a variety of articles as our project was being
developed, and they helped us comprehend our

alternatives and potential solutions. They also assisted us
in comprehending the technical and mathematical
knowledge that will be useful.

One of the papers that we studied was the “Literature
Review on Traffic Control Systems Used Worldwide” by
the Authors Vaishali Mahavar and Dr-Jayesh Juremalani
and it talked about over the past few years, the condition
of the road infrastructure has steadily improved. Road
transportation has become a focus of rapid development
as connectivity has grown. Better access to services,
simpler transportation, and  greater  freedom of
movement are all made possible by roads. However,
when traffic congestion in major cities worsens, it creates
a recurring problem in the crowded downtown regions.
The system of urban transportation is significantly
enhanced by traffic signals. By selecting the proper signal
timing settings, they manage the flow of traffic on
metropolitan  roadways. Intelligent transportation
systems' primary component, adaptive traffic signal
controllers, play a key role in efficiently reducing traffic
congestion by making real-time adjustments in response
to shifting traffic network dynamics.

The second article was titled “Traffic Lights Detection
Based on Deep Learning Feature” published by the
authors Changhao Wang, GuanWen Zhang, Wei Zhou,
Yukun Rao

& Yu Lv. In this study, they investigated the recognition
of traffic lights using deep learning, which can
automatically extract features with representation and
resilience from input images and prevent the need of
artificial features. The

method for detecting traffic lights that is suggested in this
paper consists of two stages: (1) A proposed region; and
(2) An organization of traffic signals. They suggest a
method for determining regions based on the geometrical,
colour, and intensity information of traffic lights. Second,
convolutional neural network (CNN) was used to classify
traffic lights,

with an average accuracy of 99.6%. On 6804 photos
of various scenarios, they tested their system for
detection, and the recall and accuracy of detection were
99.2% and 98.5%, respectively.

And the third paper published by the authors Karsten
Behrendt; Libor Novak; Rami Botros named “A deep
learning approach to traffic lights: Detection, tracking,
and classification” talks about how the classification and
recognition of traffic lights is essential for automated
driving in urban settings. There are currently no systems
that can accurately detect traffic lights in real-time,
without using a map, and at adequate distances for
comfortable city driving. They suggested a
comprehensive system that combines a real-time traffic
light detector, tracker, and classifier based on deep
learning, stereo vision, and vehicle odometry.


mailto:patwari@thakureducation.org

IC-ICN 2023

Furthermore, in the fourth paper named “Traffic Light
Detection with Convolutional Neural Networks and 2D
Camera Data” by Dennis Hein discussed about the
popular datasets BSTLD and DTLD that were used to
train a variety of traffic light detection models utilizing
the TensorFlow Research repository. The analysis
showed that there is typically little performance loss when
transferring predictive power from one dataset to another
that is similar. This conclusion does not appear to be
impacted by either architectural decisions or geographic
differences between datasets (such as traffic signals at the
beginning or end of an intersection). Additionally, it
demonstrates how crucial it is for self-driving autos to
obtain predictions promptly in addition to accurately. On
realistic hardware, the architectures and resulting models
should be tested for computational performance. Both
topologies deliver (near) real-time performance on
strong, contemporary hardware (RTX 2070), with SSD
Mobile net reaching about 50FPS and Faster RCNN
Inception reaching about 22 FPS. An RTX 2070 will be
too expensive for car manufacturers though.

IV. METHODOLOGY AND PROPOSED MODEL

When creating a project or piece of software, it is essential
to comprehend the process or kind of software
development lifecycle model that will be used. We need
to select the SDLC model that will work best for our
project from a variety of models, which is why we use the
agile methodology.

Additionally, the actions taken up until this point have
been previously discussed. After deciding on a project
title, we first began studying about and establishing the
project's requirements. During this, we also decided on
the approaches to be applied. After that, we made the
decision to research already-in-use systems to gain a
deeper knowledge before implementing them. We
devised a schedule for when this implementation should
take place, along with considerations for any revisions
that could be necessary and the errors that should be
investigated. Therefore, we selected Agile methodology.

Fig. 4.1 Data flow diagram
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Fig. 4.2 Block diagram

Above attached diagrams are a couple of the ones that we
made during our project planning phase using tools
available online to achieve our goal.

V. IMPLEMENTATION

To precisely identify the regions of interest in
photographs, numerous, varied strategies have been
presented. Color thresholding, BLOB analysis, and

spotlight identification are three of the most used methods
for finding traffic signal candidates. Although obviously
not all possible combinations, it is fairly frequent to see at
least one of these three used. Given that we know the
traffic lights will always appear in the top-half of the
image, we can begin by removing the bottom portion of
the image.
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Fig. 5.2 Getting rid of the lower part of the image for
removing unwanted part.

The application of colour thresholding is the subsequent
step. Red, yellow, or green are the three hues that
are emitted by traffic lights. Limiting the image to areas
where certain colours are present is the core notion behind
colour thresholding. The image's non-red, non-yellow,
and non- green areas are all set to zero (black). The colour
space, the threshold cutoff, and fluctuations in light are
three crucial factors to take into account in order to
successfully isolate the colours we're interested in. Images
are often represented in the RGB colour space. However,
RGB combines information about colour and intensity
across all of its channels. The RGB format is hence
sensitive to variations in illumination. We cannot allow
differences in lighting (such as sunny, rainy, cloudy, etc.)
to prevent our threshold from identifying the proper colors
if our objective is to detect traffic signals. Many choose to
switch to color spaces that separate the chroma, or color
information, from the luma, or image intensity, in order to
combat this.

After this, we have to get the image information refined.
The information in the scene is often refined using
morphological filters by colour and BLOB-based
approaches. The term "BLOB" (Binary Large Object)
refers to collections of linked pixels in an image. Blobs
are the black, linked areas in the illustration below.

e

®

Fig. 5.3 Example of blob analysis from OpenCV

The red threshold image from above is another
illustration. It is possible to think of each red object in the
image as a BLOB with significant characteristics like size
and form.

A wide range of image processing techniques known as
morphology process images based on forms. The two
main morphological processes are erosion and dilation.
Dilation enlarges the foreground object, whereas erosion
removes the foreground object's boundaries.
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Fig. 5.4 Left the original image. Center the dilated object.
Right the eroded object. Graphic by OpenCV

Dilation is excellent for fusing together damaged pieces
of an object, while erosion is useful for removing noise
later on. This will enable us to fill in any gaps left by the
color threshold and provide a more comprehensive image.
Spotlight detection is the third technique. A bright area in
an image surrounded by a darker area is what is meant by
this technique. With this detecting technique, it is
anticipated that the intersection's traffic lights will appear
to be brighter than the area around them. A grayscale
conversion and a white top-hat filter are applied to the
image. The top-hat filter ~emphasizes regions that
stand out from their surroundings in brightness.

VI. RESULTS AND DISCUSSION

In order to find a group of bright spots in the image, we
first use the spot light detection method described above

Fig. 6.2 Applying colour thresholding to the processed
image

Take note of the fact that many of the spot lights come
from the sky or nearby structures. We could drastically
cut down on false positives if we could disregard the spot
lights that emanate from such locations. We must carry
out some type of image segmentation to distinguish items
from the foreground and from one another. Watershed is
what we employ to do this.
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Fig. 6.3 Example of the top-hat morphology and threshold

The watershed algorithm is a well-known segmentation
algorithm that is particularly helpful when removing
touching or overlapping items from photos. The spot
lights we discovered serve as the starting indicators in
our situation. The background elements in the image
will expand into larger sections as the markers begin to
flood, while the lights emanating from the traffic lights
will maintain roughly the same size.

TR B

Fig. 6.5 Extracting windows around spot lights that do
not grow too large

We may contrast the size of our original bright spots with
those of their newly segmented equivalents when the
watershed change is finished. It is safe to presume that a
bright spot is not a traffic signal if it became significantly
larger. The penultimate stage is to remove windows from
the vicinity of the light areas that have maintained
relatively the same size. The end result is a set of windows
that are small enough to send to the classifier.

VII. CONCLUSION

The approach we suggest in this paper can identify
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circular red and green traffic signals. To recognize the
traffic signals, blob detection and color extraction are
performed. The percentage of successfully collected
traffic lights is the focus when it comes to detecting. Even
though it compromises accuracy, it is critical that we do
not overlook traffic lights during the detection phase. The
point is that while we can always afterwards filter out
false positives, we can never make up for a light that was
initially overlooked. If done correctly, detection is an
excellent approach to expedite the process and minimize
false positives.

The management of the transportation system is
a significant problem for the next generation due to the
global population's ongoing growth. Future developments
will be very positive. We should consider the intelligent
and autonomous manner of managing the traditional
transportation system. The number of automobiles
likewise rises along with the population. The use of clever
solutions is required to manage the enormous number of
automobiles. The usage of an image sensor or imager is
possible in the future. It does its task by creating an image
of the roads. It does this by turning the light's fluctuating
attenuation into a

signal that communicates the image. Imagers employed
both analogue and digital technology.
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Abstract—In the present world, the need for Online
education is growing very rapidly and is playing a vital role
in changing the world's pace of learning. The result of
COVID-19 pandemic has directed many students to switch
to virtual way of learning. Education through online mode
is very feasible, convinient and cheap and therefore many
students around the globe find it user friendly. It not only
helps us to enhance our understanding of a particular
concept but also it inspires us for meticulously researching
of any technology which can proove a career option for us
in the future. But like every other object in this world has
some flaws, online education too generates and contain some
disadvantages and weaknesses  respectively. In  this
abstract we deeply articulate the problem of online
learning and  the technological solution for it. As
conduction of examination through online mode is
becoming a very tough challenge than learning. The present
system used by various schools and colleges is very
vulnerable and can fail to provide discipline during
examination.Students appearing can try to dismantle the
rules of examinations by cheating, copying or by
implementing any kind of malpractices undetected by the
system. This questions the integrity and confedentiality of
the system. Supervision through virtual mode is not as
compatible as it is in physical mode, since supervisors have
to monitor each and every student present at one time which
can lead to breaking of the discipline. The need of Machine
learning was very essential to resolve and to extract a
permanent solution for this problem. By introducing and
implementing technologies of Artificial Intelligence, it will
boost the organisations efforts for conducting the
examinations and also will help to smoothly conduct any
examination. Designing appropriate algorithms, can
strategically help the machine to achieve the targets of
unsupervised and reinforced learning.  Artificial
Intelligence can address many problems and itself contains
various technologies which can provide better results in
limited time. The use of Convolutional Neural Networks in
the proctoring system of online learning can simplify
many tasks which the developer wants to achieve. CNN
(Convolutional Neural Networks) is a network of
interconnected data neurons which transfers information
each other, analyse with the help of input data and will train
the machine itself to generate the expected output
accurately. Online proctoring system can engender CNN
becuase of its various vulnerabilities. It will calculate the
data of the students face typically connected through
webcam and can process the data by applying the
appropriate algorithm like geez detection, face detection,
eyeball movement, person detection etc and will provide the
programmed output for each one respectively hence
improving the accuracy and decreasing the malpractices of
students. The CNN algorithm will divide the data into
various pixels and will store them across various nodes
publicly accessible by anyone which will help to initiate the
learning of the machine by mapping them appropriately for
expected outcomes through algorithmic calculations and
deep learning mechanism. The system can also be upgraded
by introducing more security improvements like secure
browser detection, audio processing and analysing,
deploying secured database for storage etc thus limiting the
misconduction threat of a particular student and also help
proctors to smoothly conduct examinations by monitoring
student through the system artificially. By developing this

system we will also try to discover many alternate
technologies like cloud computing, data science and uncover
the concept of neural networks in a deeper way.

Keywords— Convolutional Neural Networks, Machine
LEARNING, ARTIFICIAL INTELLIGENCE.

Exams are a very important component in education. In
any exam, there is a risk of cheating from the students and
therefore, its detection and prevention are important.
Educational Trusts are offering various programs on
courses that can be done online from anywhere to
upgrade the skills. Besides due to COVID - 19
institutions have to switch rapidly from offline to
online mode thereby changing their entire educational
model. Instead of taking the lectures in classroom,
students can now attend the lecture from anywhere in
the world. During examinations, authentication and
detection of misconduction becomes very crucial.
Some institutions only authenticate the identity, some
may take effort to monitor but most of the work is done
by the proctors to identify malpractices and to detect
them. But it is not feasible for a large scale of attendees.
While some research is being done to make the systems
totally human based solutions (non-scalable) or fully
automatic ones (non-reliable). Authentication becomes
a very important step for the next activites or
functionalities in the system. However, there is no
comprehensive solution which will ~ combine multi-
biometric continuous authentication with continuous
visual

and audio monitoring to provide 100% accurate results.
During the examinations, the web camera is used to
capture the photos of the candidate after certain intervals
of time (approximately 30 to 60 seconds). These photos
are compared with the one which is already scanned
and stored in the system during validation. This helps to
keep a check on the candidate who attempt for cheating
with disguise. If the system finds any deviation, then it is
flagged as an error and notified to the administrator.
These photos are analysed by the proctor to ensure the
security of the online exam. This mechanism is especially
useful in the areas where internet stability is relatively
low. These were the key features of the system. Besides
conduction of examinations, result displayer, paper
uploading section, scanner etc will be present in the
current system. This paper describes about the
specifications and features explained thoroughly in this
section and will also additionally upgrade as per the
custom needs. It is based on applications which offer a
rigid authentication service of students through a
biometric recognition system, as well as an artificial
continuous proctoring through automatic image which
will constantly check the behavior of the student through
his posture, gaze estimation, eyeball movement and
detecting the presence of another person as well as
switching of one browser to another during the
examinations, allowing the institute to mainatin the
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discipline and not harm the integrity of the examination
courses to gain value of which will benefit both
institutions and students. Neural Networks algorithm use
will constantly help to change, monitor and specify the
movement of the student at every point of time through
passing the data to different neurons.

LITERATURE SURVEY—

Prior to this proposed system, some researchers and
technologists have carved some intelligent techniques
which can prove very beneficial to monitor and analyse
human behavior and to predict the outcomes based on the
input data and many digital ways like semi automated
machine processing and by using 10T devices.
Previously there was an attempt to do semi-automated
machine proctoring, through building desktop robot.
This desktop robot contains a 360> camera and motion
sensors. The robot will then capture the data through web
camera and then will transmit the data to a monitoring
center and will predict if there is any suspicious motion
inside the captured video. The most important flaw in
this system was that a single camera cannot rotate and
see what the subject sees, and as a result it may inspire
the user to provide a breakthrough from the algorithm
and he/she can try to cheat via vaiorus non integral
ways which were not significantly programmed in the
system like rotation of the camera and the time taken for
the system to send the data from the motion sensors
which are not fully capable of acquiring every single
piece of reactions of the user.

In 2016, Jin, Jian, Feng, Huihui, Gu, Liubao developed
an intelligent exam management system based on the
Browser/Server structure for Hebei University. This
system was integrated with three levels: user interface,
business logical, and data access. These levels were able
to manage the data, behavior analysing of the student and
performance of students through intelligent data
processing. Three function modules based on
ADO.NET, C#, and ASP.NET

technology were developed. Many sub-function
modules, including the exam arrangement module and
the score registration module, were also insalled. The
results showed that the established intelligent exam
management system can efficiently achieve education
informatization and plays a significant role in
eadministration and managing the system.

Proposed Methodology—

The paper demonstrates some features of this system
which are used by the technique convolutional neural
networks. CNN is the main important sub type and the

most powerful type of neural networks than
RNN(Recurrent nerual network), ANN(Artificial
Neural Network). This system will be using a

combination of both CNN and RNN. Neural networks are
basically are collection of neurons interconnected with
each other which are used for passing the data from one
node to another. Likewise in biological term, our brain
carries a millions of neurons which are interconnected
with each other which helps us to recieve and store the
input data from our sensory organs and then process the
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data by using past experiences and making it applicable
to our real life.

"o
® .. -
3 >
. < 4 -o e
e S AR e
- L - e
. b .. - [ R e -
® - » ;
- . - o 8 9 *
- - T 9
® «ir « @ ot A
-
» g L ® o
e @ . - °
~ -
» w3 ° - z -
b - - > o
- - - e = ® e .
L
e - © 2 ®* » -
v‘. -
5 - - > X
N RN LA
> - o e "
e L -
‘

Similarly the machine stores data which it recieves from
the input devices or motion sensors into the neurons.
These neurons are inteconnected with each other and are
capable of storing and passing the information from one
neuron to another thereby helping the machine to process
the data and analyse it in an effective way thereby helping
the machine to generate the user expected outcome from
the given input. Various types of algorithms are applied
like the backpanel algorithm used in RNN which is used
for finding the data stored in the nodes previously thereby
making it efficient for reusing the same node which
carries, saves and extracts data of the node all time. The
machine carrying NN technology is capable of learning
itself from the data and this proves very beneficial for the
machine to process any type of input, learning it and
then producing the expected outcome. Various
machines running on deep learning concept carries
Neural networks technology for executing machine
learning. ANN(Artificial Neural Networks) works
mainly on the input data which is text or string format
and it is a linear network going in only one direction
therefore not efficient and reliable for the machine to

learn from the data. CNN(Convolutional Neural
Network ) works mainly
onimage processing and RNN(Recurrent Neural

Network) consists of sequential data which includes
backtracking of the node data.

In this paper we have briefly discussed about CNN(
Convolutional Neural Networks) as it is used for
processing the image input. In CNN firstly, the input data
in image format is divided into multiple pixels or array of
numbers and then the data is stored in a matrix format. In
the beginnning the input data stored in neurons is very
large in size (in kilobytes) as it is very necessary to
shorten the data. The data is then represented as a matrix
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and then the feature detector matrix is applied to each and
every portion of the input data. Feature detectors or filters
help identify different features present in an image like
edges, vertical lines, horizontal lines, bends, etc. After
applying the feature detector matrix then the final
convolutional matrix is generated which is very shorter in
size as compared to CNN. This matrix which contains
every part of the regular image is used to compare with
any type of input images which the machine recieves in
the future to predict and analyse the data. For example:
The human brain can recognize any of his known person
regardless of any look he/she may come in front of you.
Bur the machine programmed with a certain images will
not be able to identify the person. Feature extractor is a
very important model in CNN technology as it
determines the structure of the image divided into pixels
connected through neurons altogether and then applying
the feature extractor, max pooling, sum pooling for
dilating and shortening the input image which will
contain the exact version of the input image which can
identify further images of similar kind.

MAX POOLING

SUN POOLING

roded

STRIDE PILATED TRANSPOSED

Our system will mainly focus on delievering the expected
outcome to the user by using convolutional neural
networks as using the base technology for identifying the
user and his positions through video which is a
combination of images. The system will mainly include
5 base modules which will

help the user and the institute for a smooth conduction of
examination.

Authentication Module — This proposed module will
authenticate the user with the input image which will be
already stored in the system to check the authenticity of
the user and to identify the disguise appearing for the test.

Pose and Geez estimation — The proposed module will
observe the head movement and the physical movement
of the user and will check their changing behavioural
pattern. A new method, called as M3L (Multi- level,
Multi-modal, Multi-task Learning), is used to improve
efficiency in face points and other facial attributes
detection (gestures of the face and eyes).

Active Window detection — The proposed model will
check whether the system from which the user is giving
the examination is having any alternate browser or
window opened, by detecting it and getting a screenshot.

Facial Recognisation — This proposed model will check
the facial expression changes recieved by the user
through the webcamera and will identify and ensure the
change in patterns of the structure of the image, eye
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movement, lips movement, analyse the changes and and
will provide the estimated output to the user as
programmed.

Person detection — This proposed model will ensure that
there is no one in the surroundings of the user and also
will ensure that the user does not leave the original place.
It will detect the presence of another person and will
formulate the data and will send the expected output
to the user accordingly. Besides this, the system will
also contain a Non relational database eg:- Mongo DB to
store the exam information and  subject score
unknown to the user seperatley in each users database.
While monitoring the test, the captured images are
processed with different techniques in order to detect
and identify inappropriate behaviour of students during
examination. For instance if , the system is able to detect
if the student is receiving or is checking forbidden
documentation (books, other electronic devices) by facial
and pose detection. All these actions can be strictly
forbidden in some face-to-face learning activities
according. This system will include a facial detection and
recognition module through a biometric model which
will capture images and compare the student appearing
for the exams with the input user image stored at server
side. Besides This system includes a facial detection and
recognition module through a biometric model created
using registration time face pictures. The output results
are clustered in five groups a) Detect another person b)
How many people are present in front besides user ¢) who
should be the legitimate person allowed to enter the
screen d) If the person is helping the user inappropriately
by using false means. This totally will provide integrity
and will maintain the decorum, values, and trust between
institution and the student and will help the student and
institution to progress efficiently.

Mathematical Modelling— Mathematical modelling is
the process of depiction and conversion of real life
problems and solving then using mathematical solutions
and

which is a type of mathematical modelling which
represents the processing of the objects in a continuous
manner. Video data taken through the input devices like
webcamera will pass this information to the CNN
neurons, where in the processing of the data will take
place. However this data will not be in a discrete state, it
will constantly change its patterns and create a new
structure every single time. Also this system will be
using quantitative model where matrix representation of
the input data are executed by applying various equations
like max pooling, sum pooling equations of the feature
extractor. This section decsribes about the stages of the
input data when passed to the CNN network feature
extractor and the steps carried by it to generate a
convolutional network matrix by applying mathematical
modelling. It goes through convolutional modelling first
before passing the new dataset of the input image to the
neural networks. The input video is the result of multiple
images, these images will be divided into pixels and then
passed to the first stage of the feature extraction which is
filtering. In this stage the pixel matrix which is of fixed
height and width will be multiplied with the kernel matrix
of fixed rows and columns. Every block of the matrix will
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be multiplied with the kernel matrix and lastly forming
the feature map or convolutional matrix. The equation
used in this process is O=[2-K]+1 where 2 is the input
matrix style and K is the kernel size.
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After filtering of the data the the next step is striding.
Stride is the process where the filter is moved from left to
right, top to bottom with one pixel column
changeon the horizontal movements, then one pixel
row change on vertical movements. The equation for
striding can be derived as O=[(2-K)/S]+1 where 2 is the
input matrix style and K is the kernel size and S is the
number of strides. The matrix size decreases in this step.
Then the input matrix goes for padding

Filter Filter
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Padding is the best approach needed for convolutional
kernelto process the edge pixels are added onto the
outside copying the pixels from the edge of the image.
Here the edges of the input matrix are surounded by 0
values and then multiplied by the kernel matrix to find
the output. Here the size of the output remains same as
the original matrix. The equation for striding can be
derived as O=[(2- K)+2¢/S]+1.

After padding Pooling comes into picture where is
required to down the sample detection of the features
in feature maps. Pooling layers provide an approach to
down smapling feature maps by summarizing the
presence of features in patches of the feature maps.
Finally Flattening of the data takes place where the
feature matrix is then fed to neural network or neurons
for processing.
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implemented. With the use of convolutional neural
networks the result generation becomes very accurate and
expected to the customer. The basic flow of algorithm of
this project will be as follow:

Start [J login [J examination authentication [ enter exam
session [ if caught then warning issued (maximuma3)
else continue session until meeting ends [ logout (1 end.

Still some more findings are yet to be performed on the
technology used for constructing the system and also the
platform on which the system should be deployed. The
expected system will detect any type of malpractices
happening and will issue an alert to the user. If the user
recieves the alert 3 times then the users exam session will
automatically be terminated and marks will be counted.
Physical movement, hand and facial gesture recognizer
will recognize the changing gestures of the user and will
issue gesture warnings to the user if detected. It will also
identify the unknown person coming in the users screen
while the examination. Besides authentication by
comparing the data with the live facial data of the user is
very much important for security reasons. Also the
system will help the proctors to constantly take a follow
up of all the students and will recieve the count of
warnings each student gets with their respective
screenshots. The data of every student will be managed
by the Non relational database which will store the
information of every user independently. Lastly, the
system will also detect the active window and will ensure
that no other window is opened during the examination.

Future Scope—

Delievering the product basic functionality and with the
expected outcome will be the primary aim of this system.
Planning and upgrading the project to a large scale as per
the customer needs, making the prototype version of the
modules before the final project is very crucial for testing
and analysing purposes. Therefore we can determine
what

exactly the customerr expect from the system and also
will make a greater change for the system to excel in the
education+technology sector. Audio voice analysing will
be the key factor for the system which we will be focusing
on mainly after the successful execution of the system
with the required modules. Analysing the voice of the
student through VolP Since the data used in VVolIP which
will normalize the voice data collected from students
microphone and will analyse the input by encoding it into
digital format. Signal pre-processing will be applied
to discard that acoustic segments that do not contain
speech in silence, music or noise. Also system
monitoring will be another aim to be achieved which
will constantly track and check the systems actions and
behavior, through keystroke management technique by

' implementing the combined CNN and RNN model.
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Expected Results— This section mainly describes about
the outcomes the system will have after the project is
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Shortcuts like copy pasting from different browsers,
active window detection, splitting window on screen and
mouse movement will be tracked during the exam
session therby providing a complete secured access to
user for its system.

Conclusion—



Online Exam Proctoring System

The effect of proctoring the video is large enough that can
have an actual impact on the results of the students, with
the likelihood that when non proctored, students may
resort to academic dishonesty or malpractices by using
techniques that were disallowed during the exam and may
score more marks. The potential effect of conducting
examinations in a fixed time constraint which will
redundantly reduce the extra time students take to
complete the examinations. Besides, Lockdown software
without video monitoring, did not have a similar impact
as proctoring software. Online test conduction is the new
way of adopting and delievering transparency during
tests with the use of latest technological algorithms. This
system will not assure full proof online security and
conducting exams 100% accurately but it will
significantly decrease the amount of false practices
conducted during exams. Furthermore with the use of
neural networks passing the data and determining the
possibility of breakthrough of misconducts through
actions, voices, facial expressions by training it with the
data passed by the input devices will gradually benefit in
the quality of the output delievery and will help for
increasing the accuracy of the outcome. With the advent
of Online Proctoring system, security issues associated
with it will play a vital role and is increasing significantly
and detecting it will be the priority concern of this system.
Biometric data collected through the by the input deives
from camera and passing and analysing the data through
it by algorithms supported by various features will
constantly help to identify and keep a check on students
activites internally and externally.Hence, personal data
collected during OPS operations need to be carefully
identified, classified, and labeled accordingly. Non
relational databases will help us a lot for storing and
accessing the data of each and every student and will
provide real time data to the proctors without any
tampering happening in between. Furthermore, we have
to accept the fact that it is vital to maintain academic
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integrity to protect both students and institutions future
life.
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Abstract-The increasing prevalence of online banking has
made security a major concern for financial institutions and
their customers. To address this issue, many banks are
turning to biometric authentication methods viz. facial
recognition technology to improve the security of their
applications. This research aims to evaluate the effectiveness
of facial recognition technology in enhancing the security of
a banking application. The research methodology includes
surveys, user testing, and performance metrics to assess
improvements in security, user experience, and overall
effectiveness of the technology. The results of the research
indicate that facial recognition technology can provide
significant benefits in terms of improved accuracy and
reduced risk of fraud. However, the technology also has
some limitations such as privacy concerns and potential for
errors. These results have important implications for the use
of facial recognition technology in banking applications, and
provide guidance for future work in this area.

Keywords python library, facial recognition, scalability,
availability.

L INTRODUCTION

The project is all about digital banking system and how
we can enhanced the features of the existing websites for
the banks and improve the security of the website with
facial recognition(deep learning), adding advanced
features such as stock analysis, chat system, Making the
entire bank work for the customers online. Easy and
handy to use. In today’s world security has become a big
concern which is being possible by providing various
security systems with the use of passwords

and user ID/pin available to the user for it access. These
systems were facing the drawback like misplace of
passwords, pin code hacking, forgetting passwords etc.
Due to these reasons a new technology emerged which is
known as biometric technology which uses the feature
parameter of the user as the password like finger print [1],
palm, voice, heartbeat etc. This technique is safe since we
don’t have to fear about ID card misplacement, stolen or
password hacking.[1]

If we consider one of the situations where recognition of
face and detecting it is done. In a simple way, facial
recognition means identifying and confirming whether a
person in a digital image or in a video frame is the same
in the Database or not. Face detections are the first and
foremost step for face recognition. Previously, people
used nonliving things such as plastic cards, tokens, smart
cards, Pins and authentication keys to get access grants in
a confined area such as DRDO, ISRO, SpaceX, NASA,
and in Industries. Eyes, Nose, Forehead, and mouth which
leads to facial extraction. In a system with recognition of

face and detection is cheaper, simpler, more precise, and
non-interrupting process contrast with biometrics.
Commonly most members used OpenSource Computer
Vision Library, in short, it is called OpenCV which is used
for execution or operation related to pictures. In other
words, we have to install a library called OpenCV to do
Image processing. Regularly used facial detection
algorithms by OpenCV are Haar Cascade Classifier, LBP
Cascade Classifier but here in this work I used Harr
Cascade Classifier and face recognition algorithms are
Haar-like features, Fisher face, and Eigen's face. Several
face recognition techniques provide analyzing the
geometric features of facial images, such as location and
distance amongst, nose, eyes, and mouth. After this Ojala
etal in produced one of the extraction feature methods
called a local binary pattern (LBP) [2]

Online transaction has end up a common place fashion
now- a-days and security related to the identical is turning
into an difficulty. Authentication using passwords is liable
to assaults like hacking; therefore by making use of
biometric traits we are able to authenticate the person‘s
identification. Face is a included internal organ whose
random texture is complex, particular, and very stable at
some stage in lifestyles, it can serve as a kind of living
passport or password that one want no longer to be
remembered however can usually be gift. So face
popularity is on efficient manner of securing online
transactions. Iris popularity machine affords correct,
strong, speedy, secure and user-pleasant authentication
solution. It protects personal identity of users by using the
acquisition, processing, evaluation and contrast off ace
patterns from their iris image. The intention of this
undertaking is to enhance the safety of Internet Banking
using face biometrics, as comfy authentication can't be
judged most effective on the basis of username and
password as they may be guessed easily. Face is an inner
organ of an eye fixed this is rather blanketed. It has
random texture with excessive complexity. They are
recognised for their forte and balance throughout
lifestyles. This undertaking aims to put in force an
application so as to ask for the username, password as
well as an iris photograph of the consumer, which the
person must provide through his respective tool digicam.
The software will pre-technique the iris photo and
experiment through the database for authentication. If the
username, password and iris image suits with database
that in database then the consumer is authenticated [3]

II.  BACKGROUND

In recent years, there has been a growing concern for
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security in banking applications, as more sensitive
information is being stored and accessed online. This has
led to a need for stronger authentication methods to ensure
the safety of user data. One such method is the use of
biometric  authentication, = which  uses  unique
physiological or behavioral characteristics to identify a
user. Facial recognition technology, in particular, has
become increasingly popular as a secure and convenient
form of biometric authentication. This technology works
by analyzing and comparing the unique features of a user's
face, such as the shape, size, and position of their eyes,
nose, and mouth, to confirm their identity.[4]

The use of facial recognition technology in banking
applications has the potential to greatly improve security
and user experience. By providing a secure and efficient
means of authentication, it can reduce the risk of fraud and
protect sensitive financial information. However, there
are also concerns about privacy and the potential for
errors in the technology, making it important to carefully
evaluate its effectiveness in real-world applications.

Banks in India as a whole were very reluctant to adopt the
changes brought about by technological advancement.
A number of factors brought about the mechanization and
digitization in banking industry in India. The putting in
place standard cheque encoders was the first step forward
in digital transformation in banking. Magnetic Ink
Character Recognition (MICR) helps in the sorting and
processing of cheques with each bank branch having an
MICR code. The next step was more of a necessity than
an innovation. Banking is a repetitive job, and therefore a
labor intensive one where the worker is prone to making
mistakes. In order to minimize errors and speed up the
process, banks began using computer technology with
standalone personal computers and then set up their own
local area networks (LAN).

A. Importance of the Project

The importance of Adaptive Authentication Based
Security Enhancement of Banking Application Using
Facial Recognition is driven by the growing need for more
secure and efficient authentication methods in the digital
age. With sensitive information increasingly being stored
and accessed online, the risk of fraud and data breaches is
also increasing. Facial recognition technology offers a
convenient and secure method of authentication, by using
biometric features unique to each individual. By
incorporating this technology into banking applications,
security can be greatly improved and user experience
enhanced. As such, the study of Adaptive Authentication
Based Security Enhancement of Banking Application
Using Facial Recognition is a significant contribution to
the field of digital security and technology.

The current work carried out in the project is useful in
terms of digital marketing and also the customers don’t
have to visit the banks for the small papers work or
authentication everything will be there in the website and
is very useful in terms of security and features provided
to the customers.[5]

B. Perspective of stakeholders and customers

The perspective of stakeholders and customers regarding
security enhancement of banking applications using facial
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recognition technology may vary. Stakeholders, such as
banks and financial institutions, may view it as a valuable
investment to improve security and reduce the risk of
fraud. Customers may appreciate the convenience and
efficiency of the technology, but may also have privacy
concerns. To ensure widespread adoption and acceptance
of the technology, it is important to address these privacy
concerns and educate customers on the benefits and
secure implementation of facial recognition technology.

C. Objectives and Scope of the project

Face recognition systems are becoming more prevalent
than ever. From face recognition on your
iPhone/smartphone, to face recognition for mass
surveillance. However, face recognition systems are
easily fooled by “spoofing” and “non-real” faces. Face
recognition systems can be circumvented simply by
holding up a photo of a person (whether printed, on a
smartphone, etc.) to the face recognition camera. In order
to make face recognition systems more secure, we need to
be able to detect such fake/non-real faces — face
detection is the term used to refer to such algorithm
More in the project development can happen in terms
of biometrics and online atm system and more security
with high accuracy and cryptography part with complex
algorithms can be added. Also in the designing part more
of user interactivity and automation can happen for the
users. More deep learning algorithms could be added for
the enhancement of security [6]

II. LITERATURE SURVEY & PROPOSED
WORK

I1I.

Facial recognition technology has been the subject of
numerous studies and research in recent years, with a
focus on its use in security enhancement, particularly in
the financial sector. Previous research has shown that
facial recognition technology can provide improved
accuracy in authentication compared to traditional
methods, such as passwords or security tokens. This
technology can also reduce the risk of fraud, as it is much
more difficult to forge or steal someone's facial features
compared to a password or security token. However, the
use of facial recognition technology in security
enhancement has not been without its challenges and
limitations. Privacy concerns have been raised, as the
technology requires access to personal information and
the storage of facial images. There have also been
instances of errors in facial recognition systems,
particularly with regards to accuracy and bias.

Despite these challenges, facial recognition technology
has proven to be an effective solution for enhancing
security in banking applications. Further research is
needed to address the limitations of the technology and to
ensure that it is used in a manner that protects privacy and
ensures accuracy.

The use of facial recognition technology in security
enhancement has several benefits, including improved
accuracy and reduced risk of fraud.[2],[7]

Benefits:

Improved  accuracy:  Facial  recognition
technology can provide improved accuracy compared to
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traditional methods, such as passwords or security tokens.
By using unique facial features, the system can accurately
identify users, reducing the risk of false rejections or
fraud.

Reduced risk of fraud: Facial recognition
technology can reduce the risk of fraud, as it is much more
difficult to forge or steal someone's facial features
compared to a password or security token.

However, the use of facial recognition technology in
security enhancement also has some limitations, including
privacy concerns and potential for errors.[6]

Limitations:

Privacy concerns: The wuse of facial
recognition technology requires access to personal
information and the storage of facial images, which can
raise privacy concerns.

Potential for errors: There have been instances of
errors in facial recognition systems, particularly with
regards to accuracy and bias. These errors can result in
false rejections or incorrect identifications, reducing the
reliability of the system.

Despite these limitations, facial recognition technology
has proven to be an effective solution for enhancing
security in banking applications, with its benefits
outweighing its

limitations in many cases. Further research is needed to
address the limitations of the technology and to ensure
that it is used in a manner that protects privacy and ensures
accuracy

2.1 Introduction

In the literature survey part there were various surveys
conducted for the software of the bank website that is
digital banking , enhancing the features of the website and
also the security part of the website using facial
recognition(Deep learning). So the various years papers
were studied under this and gaps were identified
accordingly using research methodology(Applied
research & Fundamental research) of just enhancing the
feature of the website and adding some new feature to
it.[1]

2.2 Problem definition (Phase wise)

1.In the first part as mentioned in the table the first gap
identified is Yet lot of paper works is done in banks not
100% the banks are digitalized. The form that has to be
filled is not online available totally. And for submission
of the documents with it.[8]

2. In the second gap as mentioned in the table it is related
to Improvement of the Face recognition using
specific characters in the face (distance between eyes)
and also analyze the face in 3-D .

The software for the system was coded in MATLAB and
was based on face detection and

recognition. Although its accuracy is above 90%, this
system may be improved by utilization of additional
features(increasing the accuracy of the system and using
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appropriate software and algorithm for the security).[9]

3. The backend which is used is MYSQL instead we can
use No-SQL for the faster accessibility, scalability, and
many more features like analyzing the data (for the stock
market analysis)

2.4 Feasibility Study

There were two types of study involved in it Applied and
fundamental where in the features are updated to the
existing system and many more unique and advanced
features like facial recognition. The project is study
based.[10]

2.5 Methodology used

2.5.1 Agile methodology is used for the making of the
project with code, testing and review and adjust. Role:
Scrum master which comes under agile and 2W 1hmodel.

They enable the close co-operation between all the roles
and functions.

They remove all the blocks which occur.
They safeguard the team from any disturbances

They work with the organization to track the progress and
processes of the company.

They ensure that Agile Inspect & Adapt processes are
leveraged correctly which includes

A. Planned meetings

B. Daily stand-ups

C. Demo

D. Review

E. Retrospective meetings.

2.5.2 Customer interaction details

A kind of questioners conducted in family and grp for the
requirement means what features should be enhanced and
what are the drawbacks you fill for the digital bank
website and also what should to be improved in the
website and should be there in the new website.

Iv. L. ANALYSIS AND PLANNING

Understand — Understand the entire project and also
break them down into stepsto allow the team to visualize
and complete the task in an orderly manner. Discuss with
the customer about your understanding before
communicating the same to the team.

Prioritize — Prioritise each item and list them in the
order. Sit with the team and SM while prioritizing that
will be making it more effective. Include the advantages
of the story point, efforts involved in creating, the
complexity and the customer need in mind while
prioritizing the items.

Estimate — Estimate the stories based on the definition
that is mutually agreed upon. Keep the stories at a high
level and never elaborate on the details at the time of
estimation. The team will do this task of breaking it down
and the PO can leave it at a high level. Do not interfere
too much with the team and give them free hands to take
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a call on their time estimation.

*  Keep it dynamic — Keep the backlog dynamic giving
rooms for revisiting based on the suggestions given by the
customer and the possibility agreed by the team. Keep the
list open for the addition or deletion of backlogs at any

time during the project.

Asana(calendar) is a popular tool for managing projects
of various sizes, and while the free version comes with
limited features, it seems to be perfectly suitable for
smaller projects.[4]

V. DESIGN AND IMPLEMENTATION
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Fig.1 Flow Chart of Facial Recognition
VI. V. RESULTS AND DISCUSSION
5.1 Outcomes

A. In this paper has been developed with authentication
with facial recognition and enhanced security
features.Firstly the user will be verified with face
detection and then the user have to enter the credentials
then the user can login into the system.

LE P LD A

Fig.2 Image Uploading as shown in Ul

B. The website is being developed with front end
technologies like Html, CSS, Bootstrap and backend
technology NOSQL. The beneficiary page is also added
where the user can add, delete and update the account
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Fig.3 Model Detecting the face

C. Improved User Convenience: Facial recognition can
provide a quick and convenient authentication method,
reducing the need for users to remember passwords or use
security tokens.

[Ee—————

ot

Fig.4 Request send by the user saved in postman

D. Enhanced User Trust: Implementing a secure and user-
friendly authentication process can increase user trust in

the banking application and improve customer
satisfaction.
CEERT ) by | de O g e il
& aubk .
0= |
Fig.5 Apllication Code
The outcomes of implementing an adaptive

authentication- based security enhancement of a banking
application using facial recognition technology could be:

a) Increased Security: Facial recognition can
provide an additional layer of security and reduce the risk
of fraud and unauthorized access to sensitive information

b) Improved User Convenience: Facial recognition can
provide a quick and convenient authentication method,
reducing the need for users to remember passwords or use
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security tokens.

c) Enhanced User Trust: Implementing a secure
and user- friendly authentication process can increase user
trust in the banking application and improve customer
satisfaction.

d) Reduced Cost and Increased Efficiency: By reducing
the need for manual authentication processes, the solution
can lower costs and increase operational efficiency for the
bank.

e) Data Privacy and Compliance: The solution
should adhere to data privacy laws and regulations and
provide robust security for sensitive user information.

f) Improved User Onboarding: Facial recognition
can provide a smooth and fast onboarding process for new
users, improving their overall experience with the banking
application.

Overall, the implementation of facial recognition
technology for adaptive authentication in a banking
application can provide a range of benefits in terms of
security, convenience, and efficiency.

5.2 Future Scope

The future scope of research on the adaptive
authentication- based security enhancement of banking
applications using facial recognition technology could
include:

a) Improved Accuracy: Continuously improve the
accuracy of facial recognition algorithms to reduce false
positives and negatives.

b) Integration with other biometric methods: Research
ways to integrate facial recognition with other biometric
methods, such as fingerprint or iris recognition, to provide
multiple layers of security.

c) User Experience: Study the user experience
of the solution to identify areas for improvement and
ensure the technology is easy to use and convenient.

d) Security and Privacy: Investigate ways to further
enhance the security and privacy of the solution, such as
implementing encryption and data anonymization
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techniques.

e) Cross-platform  compatibility: Explore the
feasibility of making the solution compatible with various
platforms, such as desktop, mobile, and web, to increase
accessibility for users.

f) Large-scale = implementation:  Study  the
scalability and feasibility of implementing the solution in
large-scale banking systems, potentially in multiple
countries.

g) Advancements in Facial recognition: Stay updated
with the latest advancements in facial recognition
technology and explore new techniques, such as deep
learning and 3D facial recognition, to further improve the
solution.
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Abstract - In today's world, choosing the right career is
the most difficult decision. Many students today are
confused about their future. They have some abilities, but
they are unable to identify their abilities and appropriate
areas. Different people offer different career options, but
ultimately students have to choose their own career. This
project focused on this issue for students using machine
learning. We use machine learning to help students
determine the best career options and disciplines for them
using a variety of machine learning techniques. Career is
determined based on the personal and academic
information provided by the student. This project helps
students focus on specific areas according to their
abilities.

Key Words: Machine Learning, Naive Bayes, Random
Forest, Web Development.

L. INTRODUCTION

The Career Guidance System using Machine Learning is
very helpful for Engineering Graduates who've finished
their very last year (Computer Science), who're stressed
concerning which field/route to select for his or her career.
As there are already many alternatives to be had to select
Careers, nevertheless taking the ideal choice is a
challenge. So we've taken into consideration all of the
factors that are crucial to select a Career. The factors taken
into consideration in our mission are marks scored in
individual subjects which covers the academic side of
student, personality based questions which covers the
non- academic/psychological side of student[2]. These
two factors are crucial for making any choice on Career.

We have created a user friendly internet site for our users.
The user has to give a test on our internet site[3]. The
solutions given by user on Front-End will be saved

withinside the backend. The Backend is used to keep a
classifier version for prediction. Already advanced code
for classifier prediction is appended with the input given
through the user.

Classifier (Gaussian Naive bayes) offers us 3 career
choices primarily based on probability. The output is
saved in Backend and once more exhibited to the user in
Front-End. The user can test the encouraged Career and
may select the high-quality amongst 3 choices. The
Career with the best possibility is displayed first then 2nd
and at remaining third. Accuracy metrics are used to
calculate the accuracy of our Prediction System.

A feedback mechanism is also a part of our system, which
helps us improve accuracy and obtain user input on how
well it works. They can write to us and rate us on our
portal. They can get in touch with us via our system's

email address.
II. SYSTEM ANALYSIS
A. Existing System

In the current scenario, the career prediction system works
to get job recommendations. Some platforms, such as
AMCAT and CoCubes, provide work recommendations.
There is no system that takes input and recommends the
appropriate job profile[1].

B. Proposed System

Learn about career guidance systems for students in the
CS

/ IT industry who are confused by their career path. The
contribution of this system is to help such students reach
their hidden and important abilities, guided by the
standard system. We want to keep students from getting
confused in many areas. Based on the student's opinion,
we want to make it easy for the student to use by
recommending the three areas that are best for the
student. The system we propose takes input from the GUI
and processes it to provide three task fields. We also need
feedback on student satisfaction with the output to know
where we can improve the system. You can also send an
email report on your career selection and after graduation
to see if you are happy with your career path. This
feedback system helps to make the system more and more
robust.

1.

Register .
— Profile Completion

Review Result
Submit Test

DIAGRAMS

Bank

ank

R Remove Question

Fig-1: Use case Diagram

Iv. COMPARISON TABLE
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Fig -2: System architecture

V. SYSTEM IMPLEMENTATION
A. Collection of Data:
C. Label-encoding:

Data collection is an important part, but another

(3]

Data collection is one of the largest and most important
tasks of a machine learning project to provide the correct
data for an algorithm. Therefore, the efficiency and
accuracy of the algorithm depends on the accuracy and
quality of the collected data. Predicting a student's career
requires many parameters, including various subjects,
personality traits such as interests, academic performance
of students in hackathons, hobbies, workshops, etc. All of
these factors are taken into account as they all play an
important role in determining student progress in the field
of career. Data is collected in a variety of ways. A total of
20,000 records will be collected, including 21 columns of
data.

B. Feature Scaling:

Initially, the dataset had 38 features, but to reduce the
features, we used the Select best and chi2 (chi-square)

methods to scale the features. The number of functions
has been reduced from 38 to 20. This has improved
accuracy. algorithm with raw data. This data must be
preprocessed

before it can be sent to the algorithm. Label encoding is
part of the preprocessing. Since the dataset consists of
both categorical and numeric data, we need to convert the
categorical data to numeric format. You also need to track
the conversion because you need to reverse the conversion
of the categorical data. You can use scalar’s Label
Encoder library to convert categorical data to numeric
format and vice versa.

D. Training and Testing:

In training and testing, the model is divided into kfolds (2
folds) and most of the data is used to train the model.
Later, we will use the test parts to calculate the accuracy
of the model. The higher the accuracy, the more efficient
the model.

E. Algorithm Implementation:
We have used several algorithms to implement the

project. Based on f1 score we have finalized with using
Gaussian naive bayes algorithm because in the final step
it calculates the class probabilities for each class and
displays the class with the highest probability. I modified
this algorithm so that I could finally get three outputs for
each input.

F. Machine learning Algorithm

The algorithm we have finalized is Gaussian naive Bayes
algorithm[6]. This is a classification algorithm used to
predict the probability of each class specification. It is
based on Bayes' theorem, which presupposes naive
(strong) independence between functions. This is a very
scalable model that requires parameters in vector form.
Naive Bayes is an easy way to create a classifier and
model that assigns a class label. It is represented as a
vector of feature values. These classes are extracted from
a finite set of class labels. There is no single algorithm for
training such a classifier, but there is a group of
algorithms based on a common principle.

G. Accuracy

It shows the performance of the algorithm, the quality of
the data, and the required output. We calculated the
accuracy of the model based on the expected number of
outputs and the actual expected outputs.

H. Result

The data provided by the user is evaluated on the backend
using a naive Bayes algorithm with 75% accuracy. So we
built a website that takes input from the user, calculates
the output using the Naive Bayes algorithm, and returns
the result to the user. In the future, more e-learning blogs
will be added about the latest technologies on the market,
linked to websites that teach these technologies, which
could be the best platform for e-commerce and career
prediction.

VL CONCLUSION
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Paper title

This paper proposes a career guidance system that uses
machine learning for prediction. It is the most effective
and efficient method used by CS / IT engineering students
(currently in their final year or graduate) to assess the
talents, skills, and specific career paths available to
choose from. System. This system is designed according
to the needs of the user and provides an excellent user
interface.

VIL FUTURE SCOPE

The field of education is evolving day by day with the
advent of the Internet and the availability of learning
materials, videos, and numerous tutorials. This website is
also used to provide these learning materials and tutorials
on the website. If you wish to continue investigating the
guidance provided by our website, we will use the
research materials available on our website. With the
revolutionary changes in the technology field, many
technology fields have become available. Expand the
scope by adding guidance to other areas such as
mechanicals, Electrical, Civil etc. including CS/IT.
Chatbot will be used for interaction with human beings.
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Abstract - Blockchain technology is experiencing a
transformation similar to the advent of the internet. This
type of distributed ledger technology (DLT) not only
encompasses economic areas such as cryptocurrencies, but
is also proving useful for commercial purposes. It has a great
potential to bring about significant changes in international
enterprises. The evolution of blockchain began with the
creation of Bitcoin and other cryptocurrencies, then
expanded to include the development of blockchain
applications through platforms like Ethereum [1].
Subsequently, other blockchain derivatives such as
Hyperledger and Corda have emerged. With the growth of
blockchain technology, many issues faced in everyday life
can be addressed, such as the problem of unused discount
coupons when making online purchases. In today's society,
both shoppers and store owners view coupons as being quite
important. Both sides of the market suffer an indirect or
direct loss when this discount voucher is lost.

Keywords —  Blockchain, Centralization,

Ethereum, Coupons

L INTRODUCTION

Technology,

There are several problems in the world, many of which
go unnoticed. One such issue is that we now pay for
things online, where we may obtain a lot of discount
coupons which goes in waste if we don’t use that
particular object. For example, suppose a user received a
Domino's coupon and his friend received a Pizza Hut
coupon. Ifhis friend uses only Dominos and if the original
user uses only Pizza Hut then both their coupons get
waste. In order to resolve the issue in the above-
mentioned problem, we have elaborated the idea of token
exchange where the user will be allowed to put up
coupon/coupons for exchange on the platform and
describe the specifications (validity or expiration date,
type of coupon like money off, percentage off, etc.) of the
coupon and also the details regarding what they expect in
return. Depending on the demand-supply chain the user
can demand a varying number of coupons. A search filter
option be available for users who wish to check for any
existing desirable offers, where they can add a filter and
search based on any particular brand, coupon type,
discount amount, etc.

An online exchange system for coupons using
blockchain technology could potentially solve this
problem by allowing users to trade their coupons with
others. By leveraging the decentralized and immutable
nature of blockchain, the system can provide a secure and
transparent platform for coupon trading [2]. This would
enable users to trade coupons for brands and stores that
they do not regularly use, allowing them to make use of
coupons that would otherwise go to waste. Additionally,
the use of smart contracts could automate the trading
process, making it more efficient and convenient for
users. Overall, this system has the potential to reduce

waste and increase the value of coupons for both
consumers and businesses.

The two major problems with the coupons exchange
system is Lack of Trust and Centralization. Coupons can
easily be duplicated or manipulated, leading to fraud and
a lack of trust between coupon issuers and users. This can
also result in difficulties in verifying the authenticity of
a coupon and ensuring that it can be redeemed as
intended. Traditional coupon exchange systems are
usually centralized, with a single entity controlling the
issuance and exchange of coupons. This creates a single
point of failure and can result in security breaches and
data loss. In addition, the centralized entity often has
complete control over the coupon exchange process,
which can lead to inefficiencies and longer wait times for
coupon transactions to be processed. Blockchain
technology can eliminate these problems by creating a
decentralized and secure platform for coupon exchange.

With blockchain, coupon transactions are recorded on a
distributed ledger, which is transparent and immutable.
This ensures that coupon transactions are secure and
tamper-proof, eliminating the possibility of fraud and
ensuring the authenticity of each coupon. In addition, the
decentralized nature of blockchain eliminates the need
for a central authority, creating a more efficient and user-
friendly coupon exchange system[13]. With blockchain,
coupon transactions can be processed in real-time,
without the need for intermediaries. This results in faster
and more secure coupon transactions, and provides users
with greater control and transparency over their coupon
holdings.

IL. OVERVIEW OF BLOCKCHAIN

A blockchain is a decentralized and distributed digital
ledger that is used to record transactions across multiple
computers. It allows for secure and transparent record
keeping without the need for a central authority. In the
context of an online coupon exchange system, a
blockchain could be used to track the issuance,
ownership, and redemption of coupons in a secure and
transparent manner. Each coupon could be represented
as a digital asset on the blockchain, with ownership and
transfer of the asset being recorded on the blockchain.
This would provide a tamper-proof record of all coupon
transactions, ensuring that coupons can be easily tracked
and verified by all parties involved. Additionally, smart
contracts could be used to automate the redemption
process, making it more efficient and secure. Overall,
using blockchain technology in an online coupon
exchange system can provide increased security and
transparency, as well as the ability to automate certain
processes. Blockchain works by maintaining a chain of
blocks, each containing a list of recent transactions.
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Blockchain technology has evolved significantly over
the past few years, making it increasingly suitable for
widespread use in projects like the online coupon
exchange system. Some of the key developments in the
evolution of blockchain technology include Scalability.
Earlier blockchain systems struggled with scalability,
making it difficult to handle large volumes of
transactions. However, with the development of new
technologies such as sharding, blockchain systems have
become more scalable, making them suitable for use in
large-scale projects like the online coupon exchange
system [1]. Next is Interoperability. In the past, different
blockchain systems were not able to interact with each
other, limiting their usefulness. However, with the
development of cross-chain communication protocols,
blockchain systems can now interact with each other,
allowing for a more seamless exchange of information
and assets. Blockchain has evolved in terms of User
Experience as well. Early blockchain systems were
difficult to use and had a steep learning curve. However,
with the development of new user interfaces and user
experience design, blockchain systems have become
more user-friendly and accessible, making them easier to
use for a wider range of users. It has also evolved in terms
of Regulation. In the past, there was a lack of clear
regulation around blockchain technology, making it
difficult to know how it should be used[3]. However, with
the development of new regulations, blockchain
technology has become more regulated, providing users
with greater clarity around how it can be used in various
industries.

The evolution of blockchain technology has made it
increasingly suitable for widespread use in projects like
the online coupon exchange system. With increased
scalability, interoperability, user experience and
regulation, blockchain technology is well positioned to
support the development of a more efficient and secure
coupon economy|[4].

I1I. WORKING OF THE SYSTEM

A blockchain-based online coupon exchange system
could work as users receive coupons in the form of digital
tokens and store them on a blockchain platform. Users can
trade or exchange their coupons with others using the
platform. The platform operates on a decentralized ledger,
ensuring that all transactions are transparent, secure, and
tamper-proof. The coupon tokens are unique and can
only be used once, so they cannot be duplicated or
counterfeit[5]. The platform uses smart contracts to
automate the coupon exchange process and to enforce the
rules of the coupon exchange system. The platform can be
integrated with existing e-commerce platforms and digital
wallets for easy access and use. To ensure security, the
platform can use cryptographic techniques such as public-
key encryption and digital signatures[2]. This system can
help eliminate the issue of coupon wastage and increase
the utility of coupons by making it possible to exchange
them with others. By implementing a blockchain-based
solution, the online coupon exchange system can provide
a secure, transparent, and efficient way to exchange
coupons and reduce waste.

Here are the basic steps on how blockchain works:

. A transaction is initiated on the network by one
user, such as the transfer of digital currency or the
recording of an asset ownership.

. The transaction is broadcasted to the network
and verified by nodes, which are computers
participating in the network.

. Once verified, the transaction is grouped
together with other transactions that have occurred in the
last few minutes, forming a new block[6].

. The block is then added to the chain of blocks,
creating a permanent and unchangeable record of the
transaction.* Each copy of the blockchain contains
the same information, so no single copy can be altered
without the consensus of the network.

. This creates a secure and transparent way to
record transactions, as each block in the chain contains a
unique code, called a "hash", that is generated based on
the information in the block, and the hash of the previous
block[7].

. This creates a chain of blocks that are linked
together, each one containing the hash of the previous
block and making it extremely difficult to tamper
with the data stored in the blockchain.

Overall, the technology behind blockchain is complex and
relies on complex mathematical algorithms and
cryptography to ensure the integrity and security of the
network. This is essentially how blockchain technology
operates. The flowchart that follows outlines the
fundamental steps involved in wusing blockchain
technology to an online coupon exchange system.

. Coupon Generation: Coupons are generated and
added to the blockchain as digital assets. The coupon
details, such as value, expiration date, and terms and
conditions, are recorded on the blockchain.

. Coupon Issuance: The coupons are then issued
to users and recorded on the blockchain, providing a
transparent and immutable record of who holds each
coupon.

. Coupon Trade: Users can trade coupons with
each other using a smart contract on the blockchain. The
smart contract automatically verifies the validity of the
coupons and executes the trade.

. Coupon Redemption: When a user wants to
redeem a coupon, they present the coupon to the merchant.
The merchant verifies the coupon on the blockchain to
confirm its validity and redeem the coupon[8].

. Coupon Update: As coupons are traded or
redeemed, the details of each coupon are updated on the
blockchain, providing a real- time record of the status of
each coupon.

104



A Coupon Exchange System Using Blockchain Technology

=3
==
r "
[ Coupon Trade
i - b
Coupon Redemption
e &
Coupon Update
'\

Fig 1. Flow of the system

TECHNICAL ARCHITECTURE OF THE
SYSTEM

Iv.

The technical architecture of a blockchain system for the
online coupon exchange would typically consist of the
following components:

Blockchain Platform: A blockchain platform,
such as Ethereum, is used as the underlying technology
for the coupon exchange system. Ethereum provides a
secure, decentralized, and immutable ledger for recording
transactions.

Smart Contracts: The coupon exchange system
would be implemented using smart contracts on the
Ethereum blockchain. Smart contracts are self-executing
code that enforce the rules of the coupon exchange
system, such as coupon issuance, coupon trade, coupon
redemption, and coupon update[9].

Tokenization: Coupons are represented as
tokens on the Ethereum blockchain. Each token represents
a unique coupon with specific terms and conditions, such
as value, expiration date, and redemption requirements.

Consensus Mechanism: Ethereum uses a proof-
of-work (PoW) consensus mechanism, where miners
compete to validate transactions and add them to the next
block in the chain[6].

Security Measures: To ensure the security of the
coupon exchange system, the Ethereum blockchain
implements several security measures, including private
key management, encryption, and secure key storage.e

API Layer: An API layer is provided to enable
integration with existing systems, such as merchants,
coupon providers, and users. The API layer allows for
seamless interaction with the blockchain and smart
contract system.

User Interface: A user-friendly interface is
provided for users to interact with the coupon exchange
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system, such as viewing available coupons, trading
coupons with other users, and redeeming coupons at
merchants[10].

V. NEED FOR THE SYSTEM

The implementation of a blockchain-based online
coupon exchange system is important for several
reasons:

Security: Blockchain technology provides a
secure and tamper-proof platform for the exchange of
coupons. Transactions are recorded on a decentralized
ledger, reducing the risk of fraud and data
manipulation[11].

Transparency: With a decentralized platform,
all transactions are recorded in real-time, providing users
with a transparent view of the coupon exchange process.

Efficiency: By using smart contracts, the
coupon exchange process can be automated, reducing the
need for intermediaries and speeding up the exchange
process.

Reduced Waste: The platform can provide a
solution to the problem of coupon waste by allowing users
to trade their unused coupons with others.[12]

Support for Sustainable and Efficient Economy:
By reducing coupon waste and providing an efficient
platform for coupon exchange, the blockchain-based
online coupon exchange system supports the development
of a more sustainable and efficient economy.

The implementation of a blockchain-based online coupon
exchange system has the potential to bring numerous
benefits, such as increased security, transparency,
efficiency and reduced coupon waste, thereby supporting
the development of a more sustainable and efficient
economy.

VL IMPLEMENTATION

The system would contain a number of webpages where
buyers and sellers may trade coupons. Below are a
handful of the pages the system comprises of.

Homepage: The homepage will have an
introduction to the website and its purpose, along with a
brief explanation of how the blockchain-based coupon
exchange system

works. There will also be a login/sign-up button for
users to access their accounts.

. Login/Sign-Up: The login/sign-up page will
allow users to create an account or log in to an existing
one. They will need to provide personal information,
such as their name, email, and password, to create an

account.

Dashboard: The dashboard is the main
interface for users to interact with the coupon exchange
system. It will display their current balance, the number
of coupons they own, and the coupons they are interested
in purchasing.
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. Coupon Listings: The coupon listings page will
show all the available coupons, along with their
details, such as the coupon's face value, expiry date, and
the number of units available for purchase. Users can
select the coupons they want to buy and proceed to
checkout.

. Checkout: The checkout page will show the
total amount the user needs to pay for the coupons they
have selected, and will allow them to complete the
transaction by making a payment.

. Transaction History: The transaction history
page will display a list of all the transactions the user has
made, including the date and amount of each transaction,
along with the coupons they have bought and sold[14].

. Contact Us: The contact us page will provide a
form for users to send their queries and feedback to the
website's support team.

. These webpages will provide a user-friendly
interface for users to interact with the blockchain system
for online coupon exchange, and will allow them to buy
and sell coupons securely and efficiently.

VIIL RESULT & DISCUSSIONS

A blockchain system for online coupon exchange can
offer several key benefits that can enhance the overall
experience for users. Firstly, it provides a high level of
security by using decentralized ledger technology, which
prevents the potential for fraud or counterfeiting. This
means that users can be confident that their coupons are
legitimate and will be accepted as valid by merchants.
Secondly, the transparency provided by the blockchain
ensures that all transactions are recorded and easily
traceable, which enhances the accountability and
reliability of the system. This can also help to prevent
any disputes between users or merchants. Additionally,
blockchain technology enables the wuse of smart
contracts, which can automate new and untested
technology. These limitations and challenges must be
carefully considered and addressed in order to ensure the
success and widespread adoption of the blockchain
system for online coupon exchange. Overall, a
blockchain system for online coupon exchange can offer
significant benefits, but it is important to the coupon
redemption process, making it faster and more efficient.
This can help to reduce the administrative burden for
merchants, freeing up their time and resources to focus
on other areas of their business. The decentralized nature
of the blockchain system also means that users have more
control over their coupons, as they can buy, sell, or
exchange them with other users without the need for a
central authority.

There are several potential limitations and challenges
that must be addressed for a successful implementation
of a blockchain system for online coupon exchange.
These include scalability issues, a lack of technical
knowledge among users, and the potential for network
congestion[15]. Additionally, the decentralized nature of
blockchain technology can make it more difficult for
authorities to regulate and monitor the system, which may
raise concerns about money laundering or other illegal

activities. Furthermore, there may be a slow adoption rate
due to the perception of blockchain being a

VIII. FUTURE SCOPE

Blockchain technology has the potential to revolutionize
the way coupons are exchanged online by providing a
secure and transparent platform for tracking and
verifying coupon ownership and usage. Some possible
future applications of blockchain in the coupon industry
include:

. Digital Coupons: Blockchain technology can
be used to create digital coupons that are tamper- proof
and can be easily tracked and exchanged between parties.

. Supply Chain Management: Blockchain can
be used to track the origin and movement of coupons
through the supply chain, providing a transparent and
auditable record of all transactions.

. Loyalty Programs: Blockchain can be used to
create and manage loyalty programs, allowing customers
to earn and redeem points or tokens for discounts and
other rewards.

. Fraud Detection: Blockchain can help detect
and prevent fraud by providing a secure and tamper-proof
record of all coupon transactions, making it difficult for
bad actors to forge or counterfeit coupons.

. Decentralized Coupon Platforms: Blockchain
technology can also enable the creation of decentralized
coupon platforms, where users can buy, sell and trade
coupons directly with each other, without the need for
intermediaries.

Security of Blockchain  Systems. Journal of
Information Processing Systems, 13(3), 579-593.

References

[1] Narayanan, A., Bonneau, J., Felten, E., Miller, A., & Goldfeder, S.
(2016). Bitcoin and Cryptocurrency Technologies: A
Comprehensive Introduction. Princeton University Press.

[2] Swan, M. (2015). Blockchain: Blueprint for a New Economy.
O'Reilly Media, Inc.

[3] Buterin, V. (2014). A Next-Generation Smart Contract and
Decentralized Application Platform.

[4] Zhang, Y., & Liu, X. (2019). A Review of Blockchain
Technology: Architecture, Consensus, and Future

Trends. Journal of Computer Science and Technology,
34(6), 965- 976.

[5] Fan, W., & Jia, L. (2019). Blockchain for Supply Chain
Management: An Overview. Sustainability, 11(7), 1976.

[6] Kim, H., & Lee, J. (2017). A Study on thecarefully consider the
potential limitations and challenges in order to ensure its
successful implementation and adoption.

~

[7]1 Kshetri, N. (2017). Blockchain Technology for Supply Chain

Management and Internet of Things: Opportunities, Challenges,
and Directions. Telecommunications Policy,41(10), 755-
766.

[8] Bohme, R., Christin, N., Edelman, B., & Moore, T. (2015).
Bitcoin:  Under the Hood Communications of the ACM,
59(2), 104-113

[9] Wang, S., Gao, J., Li, Z., & Wang, Q. (2021).Blockchain in
Coupon Management: A Survey.Journal of Network and
Computer Applications, 175, 102475.

106



A Coupon Exchange System Using Blockchain Technology

[10]Jian, L., Wang, W. & Liu, Z. (2021). Blockchain for
Coupon Management: A Systematic Literature Review. Journal of
Business Research, 126, 327-338.

[11]Xia, F., Zhang, Y., & Yang, Y. (2020). Blockchain-Based
Coupon System for E- Commerce. In 2020 4th International
Conference on Cybernetics, Robotics and Control (CRC) (pp. 69-
74). IEEE.

[12]Li, H., Li, Z., & Song, Y. (2020). A Blockchain- Based Coupon
System for Online Shopping. In 2020 2nd International
Conference on Computer and Communication Engineering
(ICCCE) (pp. 1-5). IEEE

[13]Kaur, H., & Singh, G. (2019). A Study on Blockchain Based
Coupon System for E- Commerce. In Proceedings of the
International Conference on Emerging Trends in Engineering and
Technology (pp. 380-385).

[14] Agarwal, A., & Tyagi, S. (2018). Blockchain- based Coupon
System for E-Commerce: An Approach. In 2018 IEEE
International Conference on Inventive Computing and Informatics
(ICICI) (pp. 1-6). IEEE.[15] Vashist, A., & Gupta, M. (2018).
Blockchain- based Coupon Management System for Online Retail
E-Commerce. In 2018 International Conference on Computing,
Communication and Automation (ICCCA) (pp. 535-541). IEEE.

107



IC-ICN-2023

108



Face Detection and Recognition from Video
using Deep Learning

Hemant Yadav, aurabh Yadav, Sejal Singh, Rahul Neve
TCET-Mumbai.
thisishemantyadav@gmail.com, saurabhyadav0613@gmail.com, sejalsingh0607 @gmail.com,

rahul.neve@thakureducation.org

Abstract- Facial recognition (FR) and verification are
currently the most effective techniques for detecting
illegal activity. It can be used in a wide range of
applications from criminal identity, security and
surveillance to entertainment websites. For verifying
consumers, this method (facial recognition) is very useful
in banks, airports and other organizations. Convolutional
neural networks (CNNs) have sparked interest in deep
learning for face recognition, but training CNNs requires
more data and applications such as criminal activity
(robbery, murder, etc.). It's a big problem when it comes
to relationships. Therefore, this study provided a facial
recognition system that effectively supports law
enforcement and administration by making criminal
investigations easier, faster, and more time-consuming.

In this study, face recognitionfrom videos is performed
using a pre-trained model called FaceNet (FN). Face
images are transformed by FN into a compactEuclidean
space with extended inter-face distances.

We are attempting to create a medisale app utilising this
concept, in which we register medical store owners by
doing KYC verification on them. The KYC procedure
uses real-time video and still images of the user to
perform face landmark detection. This entire procedure
takes ten seconds, but we can make it faster.

Keywords - FaceNet, convolutional neural

networks.

security,

. INTRODUCTION

Faces are important to human identity. It is the most
easily recognized human trait. FR impacts key
applications in a variety of areas such as security
access, personalized identities, law enforcement her
identities, and financial authentication. It's both
fascinating and complicated. Face recognition is very
easy for humans, but more difficult for machines. How
images become autonomous and how the brain encodes
them is still largely unknown. Are inner (nose, mouth,
eyes) or outer (face shape, structure, hairline)
highlights used for efficient face recognition?showed
that our thoughts respond to specific neurons such as
boundaries, curves, movements, and angles under the
conditions. No one sees it as scattered pieces, so our
visual brains have to supplement amultitude of data
sources with helpful examples in many ways. Auto FR
removes, inserts, and applies specific categories of
desired characters from an image. FR based on facial
geometric highlights is probably the easiest way to
identify humans. Thewhole process he can divide into
three main parts. Thefirst part is finding a good
database of human faces, each containing multiple
photographs. The photos in the database are used to
identify and prepare faces forthe FR in the second
stage, and in the final stage they are checked to confirm

the faces on which the FR wastrained. Facial
Recognition (FD) is now used by various websites
such as Facebook, Picasa, Photo Bucket, etc. Images
shared among people in photographsare given a new
perspective by natural day characters. The FR method
is reviewed and applied in this study. This was simple
but very effective. This article uses a system of FR
(this is the person), verification (this is the same
person), and FN. Our system uses a deep
coevolutionary network to learn Euclidean embeddings
for each individualimage. The framework is trained to
connect surface similarity directly to the second-order
L2 distance of the embedding space.Faces of similar
people are slightly apart, but faces ofdissimilar people
are far apart. Police and investigative departments can
use this method to identify criminals.The FR method
used is fast, easy to learn, reliable and accurate using
very simple algorithms and methods. Fixed the initial
issue with facerecognition difficulty. Tools have been
developed to detect not just a single human face in a
photo or video, but many faces and return the user's
face.

I RELATED WORKS

FR became a major academic movement in the 1970s.
For input images containing multiple faces, FR first
performs face separation FD. After preprocessing the
individual surfaces, a final low-dimensionalembedding
is created. Low-dimensional integration isessential for
professional taxonomy. Facial descriptions must be
effective for different images within individuals, such
as style, appearance, and age,while taking into account

image differences between individuals.

Validation and FR are significant challenges. It is
widely used in image processing and computer vision
research. With the neuronal frameworks at our disposal
for the purpose, the issue has grown broader.In
general, more time is needed for neural network
development, training data, and computercapacity. As a
result, several research have been conducted to lessen
these variables.

For more than 20 years, there has been discussion
about FR. Model-based and phenomenon-based
approaches can be used to categorize the techniquesthat
have been suggested so far in the text[1].

The authors create a deep 'warp' network to the
canonical front before learning from the CNN howto
classify each face as part of a pre-existing identity.
PCA is used with his group of SVMs for face
verification [2].

Introduction of a multi-step process corresponding to
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the basic 3D structural model. A multiclass network of
over 4,000 characters is created to perform the FR

task. The Siamese network is also used by the designer
to investigate her L1 distance between her two
surfaces. Three systems with different layouts and
shading channels perform best in LFW (97.35%). A
nonlinear SVM prediction of the predicted distances
from these networks is combined with a two-core
nonlinear SVM.

They offer a small and inexpensive measurement
network. Each of these 25 systems works using a
specific facial patch. In his final LFW run, the
developer combined 50 responses (normal and
reversed) (99.47%) [4],[5].

This is done using Joint Bayesian and PCA [6], which
accurately  represent  linear  embedding-space
transformations. Their strategy is not specifically
designed for 2D/3D. The system is created by a
combination of classification and loss of validation.
Validation loss is the same as TL [7],[8] because it
limits the L2 gap between faces with the same features
and establishes a buffer between distances between
faces with different personalities. Semantic and visual
closeness to the evaluation images assessed
lossescomparable to those used here [9].

Separation vector approach between facial features,
Eye and ear sizes were first used in FR [6]. Thevector
contains 21 subjective characters, each emphasizing
arecognizable face. They took a similar approach in his
1973, globally adjusting facial features using his
matching template [7]. The authors developed a fully
automated FR (1973) on a computer system
containinggeometric  parameters to extract 16
emoticons [8]. The average positive detection was over
50%. In the 1980s, several blueprints were improved
by computing algorithms developed based on improved
subjective facial highlights and ANNs. In 1986, the
author provided his own face based on his

PCA [9]. The core concept was to replicate low-
dimensional images without loss of information.
Finally, in 1922,a new algorithm was implemented to
correctly classify the heads of faces [10].

Here, the authors perform criminal identification
procedures using FR and documentary evidence. In
this article, we use the Quick Data Boost training
approach. They use a combined identification and
verification approach for facial expression documents.

1. METHODOLOGIES

FaceNet is Google's facial recognition and clustering
feature with 99.63% accuracy. The goal of this
proposed paper is to achieve FR with high accuracy.
FN uses a deep neural network architecture. The
architecture of the FN model is shown in Figure 1.

It maps face images from Euclidean space where
distances correspond directly to face similarity
approximations. Once the space is available, you can
easily perform various tasks. For face verification,
identification,
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and clustering, we use regular FN embedding methods
as feature vectors. Triplets are used for training
frameworks. A triplet is a set of his one image of an
anchor, a positive image of an anchor,and a negative
image of an anchor.

Let's follow the steps of the pre-trained model. A.To
create a model, collect images of people who are one
step ahead.

B. Place faces using a multitasking cascaded
convolutional neural network and Open CV
(MTCNN). It can identify, align and recognize faces.

C. Represent or embed each person's face in 128-
dimensional Euclidean space using a pre-trained FN
model.

D. Accumulate the embeddings on a disc with the
names of the respective user.

Dezp . Trplet
Architecture —‘il_‘ Embeddme | — Losz

Fig. 1. Illustrating FaceNet Model architecture

Our approach involves deep CNN and batch input
layers, followed by normalized L2 and face
embedding. TL will follow this during preparation.

The L2 or Euclidean distance between two points p and
g is the length of the line segment connecting them. If
wehave two points p = (p1, p2, , pn) and g

= (g1, g2, , qn) in Euclidean n-space, we get "(1)"
increase. Distance (S) from ptogorgtop.

Bg=lng - \/@]-ﬁ])l+(ﬂ:‘ff:)l+---- )
)

In Euclidean n-space are Euclidean vectors. The
Euclidean length of a vector estimates the length of the

vector Represented by ||S|| facial treatment system
Recognition is now complete.128-
dimensionalembeddings containing people's namesare
available.Whenever a face is visible, the image is
passed througha previously trained network to create a
128- dimensional embedding and compared to the
saved embedding using Euclidean (L2) distance. To
this end, we use triplet loss to demonstrate andachieve
ourgoals in FR and verification. In other words, the
images are integrated into the feature space such that
the squared distance between each face of
differentidentities is small and the squared distance
between a small number of face images is large,
regardless of theimaging conditions.

The main goal is to create a complete facialrecognition
system that works on all kinds of images and
continuously improve it. To better recognize and
engage citizens, this transformation must be self-
sufficient. Moreover, this identification must be done
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as timely as possible, so it is a matter of time. Facial
recognition is a very difficult problem, especially
outside of controlled environments. Indeed,throughout
history, some approaches have fallen short.

DATA
COLLECTION

|

DATA
PREPROCESSING

MODEL
TRAINING

b ODEL
Image/Video MODEL

Fig. 2. Work Flow of the proposed methodology

Aside from differences between images of similar
faces, such as hair, lighting conditions, and
expressions, it is difficult to determine what makes a
face visible. Therefore, when starting this project, you
should use certain existing work instead of starting
from scratch. These speeds up the process and makes
iteasier to get quality results. To this end, a literature
search was performed. Many effective methods have
been discovered and encouraged to deal with the
problem. Finally, it was decided to focus on the FN
modeling approach. The main reasons are good results
(very close to the state of the art) and quality of
explanation. The FN model offers an excellentaccuracy
of 99.63%. Figure 2 shows the workflow of the
proposed methodology, including various phases of
face recognition.

A. DATA COLLECTION

Proposed database created. Images of Indianactorsare
pulled from Google to prepare the data. In the
database, there are 8 photographs of the subject
(person) of him. There are 100 photos for each
participant, of which 680 are for training and120 are
for testing. A key component of ongoing
development in automated face and appearance
recognition is the creation of a face database for
benchmarking. Newtechniques for automated FR
were developed in the 1990s as a result oftremendous
advances in computing and sensortechnology. Many
databasesare currently used torecognize faces based
on factors such as size, joints, position, lighting,
obstacles, and image quality. The differences in
posture, illumination, imaging locations, ethnicity,
sexual orientation, and outerlooks from the year 2000
and beyond were noted in the facial databases. The
most recent databases, which are built from various
sources like the web and social media, capture
variations in picture sizes, pressure, and obstructions.
Below are some of themost recent face databases:

Labeled Wikipedia Faces (LWF) compiled pictures
from over 500,000 biographical passages from
Wikipedia Living People, featuring 8,500 of 1,500
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people.

The YouTube Faces Database (YFD) consists of 3425
recordings of him from 1595 different people,with 2.15
recordings for each subject, with videos cut at edges
between 48 and 670. I'm here. A collection of records
and names of subjects for which records were created.

Images from 151 participants (Caucasian females) of a
YouTube makeup tutorial exercise are includedin the
YouTube Makeup Dataset (YMD), with cosmetics
mentioned ranging from subtle to overwhelming. It has
been. 2 injections before applying cosmetics and 2
injections after application, 4 injections per person.
This database is growing steadily, but presents FR
problems due to aesthetic changes. The Indian Film
Faces Database (IMFD) is a collection of 34512 images
ofhim of 100 Indian actors, including various typesof

poses, moods, lighting, lenses, obstacles and
cosmetics. edited to Images were edited from
approximately 100 exposures.
B. FaceNet

Google scientists announced FN in 2015. 128D Modify
faces like words embedded in Euclidean space. FN is a
one-shot model that allows direct mapping of facial
photographs into a compact Euclidean environment,
with distance corrected directly by facial proximity
measurements. Tasks such as face control and
recognition can be effectively performed using standard
methods using FN integration as feature vectors once
this space is developed. For training, we loosely
matched identical/non-identical face patches three
times. Manufactured using approximately spaced
triplets of identical/non-identical area patches. A
representation of the FN model shown in Fig. 3. In
particular, f(z) from image z is integrated into

the feature space, and the separation of small squares
between all faces without image conditionsis similar,
but between several face images with different features
The separation of the squares is larger. Triple loss is
considered to be the best for face checks, but has not
been specifically comparedto other losses such as: B.
Containing affirmative and negative sentences, as used

» Embedding :

2 g Euclidean
Distance
between

two

FaceNet

images

Embeddings

Fig. 3. FaceNet model illustration
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CAPTURING

EXTRACTING

Fig 4 (b) Face detection using image drawing

Fig 4 (c) Face detection using side image
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Fig 4 (e) Shows face detection even on darkbackgrounds.
V. RESULTS & DISCUSSION

The necessary individuals for the system to recognise
are stored in a database. Data pre-processing is a
process that clarifies unprocessed data. Real data
frequently contain several flaws and are inadequate,
incompatible, or missing from other patterns or habits.
Each face will be cropped, and the folder name will be
written on each face. Immediately following the pre-
processing of the data, the model should be trained
using a pre-defined model. Finally, the step is
prepared, and it may test this step using our video and
picture data. This method is carried out using the
Python language. The model works well and can
identify faces in still photographs, video, side views,
dark faces, and paintings. The outcome is seen below
for several photos.

Figure 4(a) shows that our system can detect human
faces from images. When the image is processed, a
square box for the face is drawn and the person's name
is composited underneath it. Figure 4(b) shows a
handwritten image of an Indian actor. The system
recognizes faces from hand-drawn images. Figures4(c)
and 4(d) show a profile image of a person and a dark
face image of a person. This model can be recognized
in the picture above. Figure 4(e) shows the resulting
video image. Given a video with a person in it, it was
able to track and recognize that person. After each
video is edited, a square box for the face is drawnand
the name of the person inside is pasted at the bottom.
This system can detect multiple faces from a video.

According to a literature review, the FaceNet model
showed the highest accuracy among all these models
after training on a specific dataset. With this in mind, a
dataset was collected, FaceNet was applied to it, andthe
resulting 90% accuracy was taken into account.

V. CONCLUSION

The recommended solution is to be able to accurately
identify faces in both photos and videos. It can be used
with any kind of image and is relatively robustto
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changes in face orientation and appearance, lighting,
and other factors. The advantage of thismodel is that it
can distinguish blurry images and sides, unlike other
traditional models. Using the resulting framework, we
explored many other parameter combinations. When
viewing a video with aperson in it, it was able to track
and identify the person. Each video is processed, a
square box of the face is drawn, and the person's name
is constructed below. Several faces can be seen in the
video.

A collection of 800 headshots is compiled for
preparation and testing. The facial recognition
component has been tested with consistent results at
around 90% accuracy. These results are better than
expected and consider several real-world use cases. In
any case, there is still room for improvement. This
could in the future be used to identify a person via
video recording to identify a person from a
surveillance camera and allow the police to identify a
person in a matter of seconds. It can also be used for
visitor analytics systems and home security systems.
Face detection and timing of faces in video will be
integrated in the future.

VI. Future Scope

The biometric information of a person is not presently
specifically covered by any laws in the United States.
More than half of Americans have reportedly created
their faceprint by this point, and facial recognition
technology is already being tested or used for airport
security. A face recognition algorithm may gather and
process data without the subject even realizing it. The
knowledge of a person would then spread without their
awareness as a hacker may access the information.
This information may also be used to keep an eye on
people by marketers or government agencies. Even
worse, a false positive might involve someone for a
crime they did not commit.

Numerous businesses now use facial recognition.
Although integrating and installing it is not very
difficult, consumers now feel as though they are usinga
system that is more advanced and secure than
passwords or PINs, which improves user experience.
Nevertheless, much is frequently unclear on the path to
putting into practice what many consider to be the best
biometric method, leading to a number of rather
serious errors along the route.
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Abstract— Detecting financial misstatements presumed
anomalous in general ledger (GL) data is a long-standing
problem in accounting. This insinuates that highly skilled
audit teams try to distinguish needles in a haystack; in such
cases, review risk may emerge. When tackling this issue,
supervised learning techniques are often taken into account
by the majority of machine learning systems. This approach
has been utilized in external audits to distinguish between
fraudulent and non-fraudulent financial statements.
Labeling becomes feasible for general ledger (GL) since
financial statements are structured across multiple
reporting regulations in external audits. On the other hand,
internal audits usually lack procedure labeling due to the
risk-based methodology used to choose which areas,
departments, or processes to examine. Therefore, when
used in internal audits, unsupervised learning is frequently
the only viable solution. For the clustering of financial
statement ratios, an unsupervised learning method can be
used. Data vectorization is used in this program to handle
the fluctuation in journal entry size, and a real-world GL
dataset was used to train and assess the models. The
evaluation's results demonstrate that the best-trained
supervised and unsupervised models had a high potential for
identifying specific categories of anomalies as well as
efficiently sampling data to identify journal entries with a
higher likelihood of being false positives. In order to give an
optimal auditing solution made up of multiple audit
components, this system uses a variety of supervised and
unsupervised learning methods, offering a one-stop
solution to the auditing challenges.

Keyword—Finance statements, auditing, data-mining, risk
management, supervised and unsupervised learning.

I. INTRODUCTION:

The trend of increased activity in the securities market
persists. With approximately 227 million annual
transactions, 2021 was a record year for Nordic securities
trading in terms of activity, and since the year 2000, the
number of executed orders has increased elevenfold.
Unfortunately, as market activity and interest in the
securities market increase, so does the frequency of
financial market crimes. This covers transgressions under
the headings of insider trading and market manipulation.
Insider trading refers to the act of a participant trading
securities using insider information, such as confidential
information regarding a publicly traded corporation.
Trading and activities that provide false or misleading
supply, demand, or price signals are examples of market
manipulation. Market manipulation will be the main
topic of this study.

There are many ways to manipulate the market, including
through the spread of false information; pump and dump
is one such strategy. One or more players work together
to increase the sentiment surrounding a security using
supportive comments on social media or similar in order
to raise the price of the security. when consumers are
influenced to purchase

mail.com, ashutoshchoudhary691

mail.com, sidharrthg@gmail.com

as the price of the securities increases, the scheme's
operators can sell them for a profit. Another sort of
manipulation involves actual trading and order
placement, and the typical techniques used include
momentum igniting and spoofing (layering). The
methods' actual implementation varies. However, the
fundamental idea remains the same: to artificially
increase the price of a security by using a variety of
ordering mechanisms. Monitoring orders and closing lists
can help identify market manipulation, particularly the
varieties that depend on actual trading and order
placement.

The EU-regulated Market Abuse Regulation now applies
to all Swedish stock exchanges, trading platforms,
and individuals that do business professionally (MAR).
Monitoring is a requirement, and market participants
are required to notify Finansinspektionen (FI) if they
come across orders or transactions that they perceive to
be of the sort of financial market violations. Most
monitoring is rule- based, which means that if particular
"thresholds" are met, pre-programmed alarms based on
knowledge and past data are triggered. Although these
systems have shown to be highly effective, they still have
flaws, such as the possibility that manipulators discover
how to work them. Since rule- based alarms only use
some of the customers' accessible data rather than all of
it, they also run the danger of missing behavior.

Using a different approach to objectively monitor trade
data and perform outlier detection using machine learning
is one way to address this. Differentiating between what
a dataset considers normal and what it considers
abnormal is the fundamental tenet of outlier detection.
The threshold is used in rule-based monitoring to
categorize an activity as normal or abnormal, applying the
same logic. The method used to determine the
classification itself differs. Rule-based systems look
for deviations from participant expectations,which are
what market manipulation is. Rule-based algorithms
search for these deviations by combining static
thresholds, whereas machine learning categorizes data as
normal based on the dataset's real structure. Instead,
because the classification is based on all available data
and not only on select portions of the data where rule-
based thresholds exist, it is dynamic and may discover
new market manipulation strategies. The interpretability
of the approaches is a general issue for machine learning
solutions, which is not present in rule-based systems. The
rule-based system explains the criteria used to determine
whether a transaction qualifies as market manipulation by
identifying the thresholds that have been crossed.
However, machine learning solutions frequently merely
produce a result without making it clear to the user why
a data point is classified in the way that it is. A common
issue with machine learning and artificial intelligence
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(AI) is the lack of interpretability, which makes
consumers lose confidence (faith) in the processes since
they cannot understand why certain outputs are produced.

Machine learning solutions are not employed as much
as

they may be as a result of this problem. explainable
Artificial Intelligence, a new branch of machine
learning and Al, has emerged in response to this hot topic
(XAI). Making so-called "black-box" machine learning
models intelligible to people is the aim of this field.

Billions of dollars of loss are caused per annum thanks to
fraudulent mastercard transactions. The planning of
efficient fraud detection algorithms is vital to reducing
these losses, and more algorithms believe advanced
machine learning  techniques to  help  fraud
investigators. The planning of fraud detection algorithms
is however particularly challenging thanks to non-
stationary distribution of the info, highly imbalanced
class distributions and continuous streams of transactions.
At an equivalent time, public data is scarcely available for
confidentiality issues, leaving unanswered many
questions on which is the best strategy to affect them.

II. ARCHITECTURE AND BLOCK DIAGRAM:

Urdstseled Featuies

—

Faature Featwred
Entraction snd Labely Model Teit
Hitrkal | ] | Traiving el
Dats Bulding Prodictions)

i

Feature Enginearing Proceas Feiling Model Ascuracy

L. Dataset Selection

IL. Dataset Pre-Processing
1. Data visualization

V. Data splitting and analysis
V. Logistic regression

VL Decision tree

VIL Random forest algorithm
VIII.  XGboost algorithm

IX. Project Evaluation

III. METHODOLOGY:

Operations in the field of data science, whether it be in
research or industry, typically include some standard data
mining principles made up of a variety of techniques and
procedures. Several data mining approaches were
formally established in order to standardize the
operations. While these techniques generally use the
same steps, there are variances in the granularity of those
steps as well as how and when they are implemented.
Based on extensive research, SEMMA, KDD, and
CRISP-DM are the three most well- liked and widely
accepted techniques. We also looked at the TDSP

technique, which is very adaptable and supports
projects that started out using different methodologies.
Some of them have been modified numerous times;
however, we have listed their basic procedures and
guiding ideas below.

SEMMA: The abbreviation SEMMA refers for a
closed cycle that iterates from the start until the goal is
reached and consists of the phases Sample, Explore,
Modify, Model, and Assess. Because there aren't as many
steps as possible in this method, it's straightforward and
simple to understand. A representative sample of data
from the entire population is used to start the cycle. The
necessary data transformations, such as feature selection,
data cleansing, and engineering, are done after data
exploration. The algorithms and models that will be put
to the test in the final Assess stage are kept in the
modelling section.

KDD: The acronym KDD refers to Knowledge
Discovery in Databases. Executing the five stages
acknowledges the Pre-KDD and Post-KDD phases in
order to understand the user's goals and, ultimately, to
incorporate a created solution into already-existing user
operations. Data cleaning, transformation, and evaluation
of the analytical component comes after the selection,
pre-processing, transformation (data mining), and
interpretation (evaluation) of a target analytical dataset.
In KDD, procedures are carried out iteratively and
collaboratively.

CRISP-DM: Business insight is the first phase of the
Cross- Industry Standard Process for Data Mining
(CRISP-DM), which consists of six more steps that are
deployed after production is complete. The phases of Data
interpretation, Data preparation, and Modeling evaluation
all involve handling data-related responsibilities.
Iterations are possible all the way through business
knowledge and the evaluation procedures.

The major goal of employing an unsupervised machine
learning approach was to identify outliers or
abnormalities in a dataset. There are many reasons to
choose this method, but the lack of labels in the data
was by far the most important. The ability to detect
recent, undiscovered fraud activities is another benefit of
adopting unsupervised approaches. This contrasts with
manually created rules, which are still primarily
employed in fraud detection and do not apply to newer
scam tries. Another justification for adopting detection
algorithms to begin with is that the internal auditor
may have more time for extra checks and a thorough
analysis of those anomalies if there are a few irregularities
originally discovered.

Methods used: Isolation forest

The Isolation Forest is an extension of decision trees
and

random forests that was created to find abnormalities
in records. It performs outlier detection differently from
the majority of anomaly detection algorithms. It never
analyzes the regular points, instead identifying
observations that do not fit the profile of a normal point
and then determining what is normal in the data. Instead,
it focuses only on the outliers, resulting in a substantially
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lower total computing complexity than the majority of
alternative approaches. This strategy is based on the idea
that anomalies are rare, unique, and so more easily
isolated than a typical set of features. Isolation Forest, also
known as isolation trees, works on the basis of the notion
of recursively splitting the data by randomly choosing
a feature and a split value between the minimum and
maximum value of the observations in the selected
feature. The data is then tested using the trees with the
intention of separating each observation.

The observations will require a varied number of splits to
be isolated depending on the different splits in the trees,
and the path length will change. Because they needed
fewer splits and hence indicated more extreme values
than those requiring numerous splits, observations
isolated near to the root node and with a short path length
are therefore more likely to be an outlier.

Clustering

The goal of clustering algorithms is to find groups of
data

points in a dataset that are more similar compared to
those in other clusters. There are several varieties of the
clustering process, principally three basic ones. The first
technique makes the assumption that outliers belong to
tiny, sparse clusters whereas typical data points in a
dataset belong to big, dense clusters. The second strategy
is predicated on the notion that outliers are points that do
not fit into any cluster. The centroids, or geometric
midpoints of each cluster, are used in the third method to
categorize points. Outliers are defined as points farthest
from the centroids of each cluster, whereas normal points
are those closest to the centroids. This category includes
the most used cluster algorithm, k- means. The clustering
algorithm adopted determines the general difficulty of
clustering approaches. However, the distance between
distinct sites must be computed for clustering-based
approaches, including distance-based and density-based
ones. However, for cluster algorithms, it is typically
sufficient to calculate simply the distance to the centroids
for each data point, rather than the complete dataset. As
a result, the complexity is modest and is constrained to O

(n).

K-Nearest neighbor classifiers work by allocating data
instances to classes while taking into consideration the
nearest class data points.

Boosting

One common approach for
boosting.

boosting is gradient

Each predictor in gradient boosting corrects the mistake
of its predecessor. Unlike Adaboost, each classifier is
trained

using the residual errors of the predecessor as labels
rather than adjusting the weights of the training examples.

The Gradient Boosted Trees approach uses CART as its
basic learner (Classification and Regression Trees).

Decision Tree

In order to develop a decision assistance tool, a decision
tree

is a combination of iterative and incremental stages
that connects logical sequences based on straightforward
tests, with each test comparing a numerical property to a
threshold value. By posing queries regarding the
characteristic pertaining to the node and the data point, a
decision tree characterizes these data points. Every node
has a single query, and every internal node links to a child
node that represents each potential response. As a result,
the queries take on a hierarchical structure that may be
represented graphically as a tree. In order to attempt to
appropriately identify the classes in the training set, the
query nodes are gradually added while building a decision
tree based on the learning data. As a result, queries are
recursively chosen to divide training materials into
smaller groups and merge them into a single tree. By
increasing information gained or reducing impurity, the
optimum query for each node is selected. In order to
produce homogenous class labels, it is ideal to
accomplish the fewest number of splits feasible. Entropy
and Gini index are typically employed in decision trees
to quantify impurity in objects. Decision trees are
categorized as a supervised approach since they need
labelled data to operate. A data point that has to be
classified travels along a path that starts at the root node
and continues via internal nodes that contain "yes" and
"no" children until it reaches a leaf node. The class linked
to the leaf node where the data point ends up will then be
assigned to it. As aresult, it is simple to comprehend why
a point is classified in the way that it is, which places
decision tree in the category of intrinsically explainable
algorithms. This is a characteristic shared by many
supervised algorithms. Decision trees have the drawback
of being prone to overfitting since the model is dependent
on training data. Applying methods like random forest,
which makes use of an aggregation of decision trees,
helps prevent overfitting.

Random Forest

A popular advancement of decision trees, random
forests

construct each tree using bootstrap samples. Multiple
decision trees are included in a random forest, and
bagging is the process of replacing the original data in
each tree with replacements drawn from the random
sampled data in that tree. An ensemble of decision trees
includes a sample with substitution from the training set
that was bagged. A class label for an unlabeled data point
is determined by each and every tree in the ensemble.
Each classifier votes for its own anticipated class label
during the majority voting process used for labelling. The
data point is then classified using the class label that
received the highest support from the several classifiers.
The idea behind random forests is to use the rule of large
numbers to solve the overfitting problem. By integrating
a lot of weak learners into one strong learner, the random
forests qualified majority structure prevents overfitting
and produces a strong learner.

Neural network autoencoder
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An artificial neural network may automatically learn
a

compressed logical representation of the information
using the autoencoder, which then reconstructs it so that
the input and output are identical. The neural network
learns on the entire set of data in the "encoder" portion
through a series of progressively smaller layers until the
compressed data representation is achieved. The second
component, the "decoder," frequently mirrors the
compressed representation's inclining layers to
reconstitute the original input. Since the last compressed
layer of an encoder is the bottleneck of a model with non-
linearly learnt semantics, it does not only recall the
original data. For this kind of learning, there is no need
to separate the train and test data; instead, the entire
dataset is used to fit the model twice, once for training and
once for testing.

Data Understanding

Understanding the data's purpose, collection methods,
and

mapping to business knowledge are all necessary for
data- centric operations. This stage involves describing
the gathered dataset(s) and doing data exploration and
analysis. Data quality has to be evaluated and reported.
Additional data transformations shouldn't be added to this
stage.

Data Pre-Processing

Data selection (sampling), data cleaning, feature
selection,

feature engineering, and algorithm-required
transformations  including reformatting, encoding,

scaling, class balancing, and dimensionality reduction
must all be completed before data can be utilized in the
modelling stage.

Data preprocessing is a data mining technique used to
turn

the raw data into a format that is both practical and
effective. The data is pre-processed to reduce non-
uniformity before applying the model. The dataset was
cleaned up by removing any rows from it that had
attributes with empty values. Only those qualities that
were pertinent to the instances created after data
processing were used. We then continue with the
modelling process after calculating the correlation
between the characteristics.

Modelling
This phase involves actual implementation of
the

algorithmic component. The ability to train machine
learning algorithms or use other statistical techniques to
accomplish previously stated goals is made feasible
by having prepared input data. The selection of algorithms
and hyperparameters, composition of the models, and
fitting the models are carried out in the case of
machine learning modelling. Following model training,
chosen metrics values are obtained and the models'
performance is evaluated. The optimal model

hyperparameters are found through a model tuning
method, if necessary, to enhance model performance.

Data Understanding
Journal entries gathered from various businesses with

registered financial accounts over various time periods
make up the general ledger data that is offered. To create
a system to find abnormalities in the accounting data,
supervised machine learning was used. Six different
classifiers were trained and evaluated using data from a
single firm that was taken from the ERP system. The
task

was defined as a multi-class classification, and the dataset
for journal entries had 11 categorical variables. The
authors emphasized that there aren't many machine-
learning applications and that most investigations employ
conventional data analytics and statistical methods.
Based on several assessment criteria and comparisons to
the traditional rule-based method, they came to some
encouraging  conclusions and claimed excellent
performance of the chosen models. The journal entry
unique identification JE_NO is a categorical value that
designates a unique entry within a fiscal year FY for the
particular firm COMPANY and registered on the
effective date EFF_DATE. The ACCOUNT field for a
single transaction contains a four-digit account number
together with the AMOUNT field's embedded debit-
credit amount. A source system category value may be
found in the SOURCE field.

MM DPF_DATH ACOOMNT  AMOUNT SOUBCE  COMRANY FY  Fabedcaved 30 TVRL

- s - @

We have labels in addition to the attributes of the
provided dataset. A binary tag for a journal entry is
included in the Fabricated JE  field, where 1
corresponds to a synthetic anomaly and 0 to the original
data value. We have a TYPE along with a binary-value
label.

N  Column name Column type
0 JE_NO string

1 EFF_DATE datetime

2 ACCOUNT string

3 AMOUNT float

4 SOURCE string

5 COMPANY string

6 FY string

7 Fabricated JE string

8 TYPE string

Data Cleaning

We examined the dataset to see whether any records had
missing values, but none were found. Dropping
duplicates was done to make sure there were no records
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that repeated themselves in a data. The column data types
were aligned, with the effective date column becoming
a datetime type and category values becoming string data
types. There is only one continuous column of numbers
here: AMOUNT. The data doesn't contain any values that
curiously don't match the columns they belong to.

Models Used:

L Logistic Regression
Logistic regression is basically a supervised
classification

algorithm. For a certain collection of characteristics
(or inputs), X, the target variable (or output), y, can only
take discrete values in a classification issue. In
order to determine the likelihood that a certain data input
falls into the category designated by the number "1," the
model creates a regression model. Logistic regression
models the data using the sigmoid function, much like
linear regression assumes that the data follows a linear
distribution.

1L Decision Tree Algorithm
A supervised learning algorithm is the decision
tree

algorithm. By learning straightforward decision rules
derived from previous data, a Decision Tree is used
to generate a training model that may be used to predict
the class or value of the target variable (training data).

In decision trees, the process begins at the tree's root
when anticipating a record's class label. It contrast the
root attribute's values with that of the attribute on the
record. It takes a branch that corresponds to that value and
go on to the next node based on the comparison.

111 Random Forest Algorithm

Random forest is a supervised learning algorithm.
The

"forest" it builds is an ensemble of decision trees, usually
trained with the “bagging” method. The general idea of
the bagging method is that a combination of learning
models increases the overall result. Hence, random
forests build multiple decision trees and merges them
together to get a more accurate and stable prediction.

Iv. XGBoost Algorithm
XGBoost is a decision-tree-based ensemble Machine

Learning algorithm that uses a gradient boosting
framework. In  prediction problems involving
unstructured data (images, text, etc.) artificial neural
networks tend to outperform all other algorithms or
frameworks. However, when it comes to small-to-
medium structured/tabular data, decision tree-based
algorithms are considered best-in-class right now.
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Fig. 06: Evolution of XGBoost from decision trees
V. IMPLEMENTING MODELS:

To find outliers in the preprocessed dataset, we trained 7
supervised and 2 unsupervised machine learning models
using various algorithms. A dichotomous class will be
predicted by supervised models, turning the problem into
a binary classification one. We discussed the methods
and outcomes of empirical modelling in this section.

For machine learning models to operate at their
best,

tweaking  algorithm-specific =~ hyperparameters  is
necessary. This is typically an iterative procedure that
calls for careful parameter selection to be modified as well
as the use of a more intelligent automated method to
quickly iterate over large hyperparameter spaces. In this
study, Bayesian optimization was applied to fine-tune the
hyperparameters over intricate input spaces using the
Hyper opt Python module. In contrast to random or
conventional grid search, Hyper opt uses adaptive
learning to focus on the most effective combinations of
hyperparameters that speed up the search process. The
algorithm is very adaptable and minimizes a loss
function. A set of hyperparameters from the defined space
must be passed to an objective function in Hyper opt in
order to establish an optimize function that runs trials and
generate an evaluation measure. Given that Hyper opt
reduces the loss, we applied a negative value of this
measure to the loss in order to increase the value of the
evaluation metric.

We must divide the data into train and test datasets or
train, test, and validation datasets in order to perform
supervised learning. The amount of data and other data
features, including a distribution of classes, heavily
influence how the data should be split. Compared to the
entire number of anomaly classes in our dataset, only few
anomaly classes have been labelled. Despite the fact that
we have a binary classification problem, we still want our
model to develop and be evaluated on all of the different
sorts of anomalies. In this case, we divided our data into
two datasets: train and test data, each comprising 70%
and 30% of the total data. To ensure that the proportions
of each anomaly type in the train and test data were
identical, we needed to stratify the data while separating
it. We set a random state value while splitting in order
to  ensure reproducibility and  accurate model
comparison. Cross validation resampling is frequently
used to obtain better generalization loss estimates.
The K-fold cross-validation approach, which randomly
divides data into train and test datasets k times with a
holdout (test) dataset accounting for 1/k, is one
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example of that. The training procedure will take k times
longer using this strategy. To optimize the models in our
setup, we use Hyper opt with 100 iterations. The
objective function of Hyper opt optimization advises
against employing cross-validation since the search for
the correct hyperparameter value predominates.
However, in our situation, 100 iterations would result in
300 with 3-fold cross-validation for each trained
supervised model. The necessity to get the classification
report and confusion matrix that would be for the cross-
validation of the unspecific random split when
comparing different tuned models is another reason to
only use cross-validation for the model that performs
better. In light of this, we came to the conclusion that the
use of cross-validation within Hyper opt will only be
advantageous for the model productionazation,when the
best technique across examined is picked to refine the
model and retrain it on the whole dataset using best
parameters.

Positive (0) and negative (0) classes are predicted by
binary classification models (1). We view anomalous
class positively in our work. Accuracy, Precision, Recall,
and F1- Score are the most often used classification
metrics for evaluating binary classification models. A
confusion matrix, which is a consequence of a model's
anticipated classes representation, can be used to
determine these metrics. Explained in terms of
true/false positive and negative classes utilising the
actual class y-axis and predicted class x-axis position is
the confusion matrix structure. When a trained ML
model predicts a class, we may determine the value of
the corresponding T N, T P, F N, and F P counts. The
weighted average, macro average, and micro average
levels can all be used to produce the aforementioned
metrics. Selecting the appropriate metrics for a
model's evaluation depends on the task at hand and the
class balance property. For a dataset with imbalanced
classes, such as the one in our scenario, Accuracy would
not be a reasonable metric to grade a model on.

PERFORMANCE EVALUATION:

Improving the accuracy of the model with the help Area
under curve and Confusion matrix algorithms.

Confusion Matrix and Statistics of Logistic Regression

ROC curve fox Logisic Regression Mgorithm

Fig. 08: ROC curve for Logistic Regression Algorithm
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Fig. 09: Confusion Matrix and Statistics of Logistic
Regression

Accuracy : 0.9992

95% CI : (0.9989, 0.9994) No Information Rate : 0.9981
P-Value [Acc > NIR] : 9.484¢-11

Kappa : 0.7428

Mcnemar's Test P-Value : 4.423e-05

Sensitivity : 0.9998

Specificity : 0.6415

Pos Pred Value : 0.9993

Neg Pred Value : 0.8831

Prevalence : 0.9981

Detection Rate : 0.9980

Detection Prevalence : 0.9986

Balanced Accuracy : 0.8207

'Positive' Class : 0

Area under the curve: 0.8207

Confusion Matrix and Statistics of Decision Tree

Algorithm

ROC curve for Decision Tree Algorithm
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Fig. 10: ROC curve for Decision Tree Algorithm
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Fig. 11: Confusion Matrix and Statistics of Decision
Tree Algorithm

Accuracy : 0.9995

95% CI : (0.9992, 0.9996)

No Information Rate : 0.9981

P-Value [Acc > NIR] : <2.2e-16

Kappa : 0.8408

Mcnemar's Test P-Value : 0.004057

Sensitivity : 0.9999

Specificity : 0.7736

Pos Pred Value : 0.9996

Neg Pred Value : 0.9213

Prevalence : 0.9981

Detection Rate : 0.9980

Detection Prevalence : 0.9984

Balanced Accuracy : 0.8867

'Positive' Class : 0

Area under the curve: 0.8867

Confusion Matrix and Statistics of Random Forest

Algorithm

ROC curve for Random Forest Algorithm
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Fig. 12: ROC curve for Random Forest Algorithm

Reference/
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Fig. 13: Confusion Matrix and Statistics of Random
Forest Algorithm

Accuracy : 0.9996

95% CI: (0.9994, 0.9997)

No Information Rate : 0.9981

P-Value [Acc > NIR] : <2.2¢-16
Kappa : 0.8806

Mcnemar's Test P-Value : 0.0001746
Sensitivity : 1.0000

Specificity : 0.8019

Pos Pred Value : 0.9996

Neg Pred Value : 0.9770
Prevalence : 0.9981

Detection Rate : 0.9981
Detection Prevalence : 0.9985
Balanced Accuracy : 0.9009
'Positive' Class : 0

Area under the curve: 0.9009

ROC curve for XGBoost Algoerithm
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Fig. 15: Confusion Matrix and Statistics of XGBoost
Algorithm

Accuracy : 0.9996

95% CI : (0.9995, 0.9998)

No Information Rate : 0.9981
P-Value [Acc > NIR] : <2.2e-16
Kappa : 0.8967

Mcnemar's Test P-Value : 0.0001439
Sensitivity : 1.0000

Specificity : 0.8208

Pos Pred Value : 0.9997

Neg Pred Value : 0.9886



IC-ICN-2023

Prevalence : 0.9981
Detection Rate : 0.9981
Detection Prevalence : 0.9985
Balanced Accuracy : 0.9104
"Positive' Class : 0
Area under the curve: 0.9104
V. RESULT INTERPRETATION

We developed Logistic Regression, Support Vector
Machines, Decision Tree, Random Forest, K-Nearest
Mean, Nave Bayes, and Artificial Neural Network models
for supervised modelling. The Hyper opt Bayesian
optimizer was used to find the optimum model
hyperparameters across

100 iterations for all models with the exception of the
K-

Nearest Mean model. In order to effectively search for
the optimal values, each machine learning technique was
built with Hyper opt optimization to train 100 distinct
models. To ensure an unbiased train and evaluation
process, we used a stratified split by anomaly types. In
this scenario, an equal percentage of each anomaly type
instances ended up in each of the splits. In the Hyper opt
optimization trials object, we stored the model
hyperparameters and corresponding classification report
metrics.
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We used unsupervised learning strategies, such as
Isolation Forest and Autoencoder neural networks,
to identify abnormalities in the general ledger data.
The primary distinction between unsupervised and
supervised learning is that unsupervised learning does not
require labelled data. However, to determine assessment
metrics based on the created categorization report, we
employ the class labels. For each instance of the
dataset, the isolation forest and autoencoder models
provide an anomaly score.

Based on the chosen performance metric and an
overview of the confusion matrices, we evaluated and
compared the performance of the models. The criteria
listed in include comprehensibility, operating efficiency,
economical cost, and regulatory compliance in addition
to correct the trained models how statistically are.
Operational efficiency considers a model's technical time-
performance while interpretability addresses the issues of
whether and how we are able to comprehend the
outcomes that are generated by the models. Economic
cost is a practical factor that determines how expensive it
is to train, implement, and use the model in the system
environment that is currently in place. The final
significant point is a legal one.

The accuracy is been calculated of these different
algorithms with their respective AUCs and get the correct
number of predictions in each of the algorithms. As
shown, the rate of correct predictions increases
with every algorithm performed.

LOGISTIC REGRESSION: Acc =0.9992
AUC = 0.8207 Correct Predictions: 68/106
DECISION TREE ALGORITHM: Acc = 0.9992
AUC = 0.8867 Correct Predictions: 82/106
RANDOM FOREST ALGORITHM: Acc = 0.9995
AUC = 0.9009 Correct Predictions: 85/106
XGBOOST ALGORITHM: Acc =0.9996 AUC =